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Introduction
In this contribution multicast reception in RRC_INACTIVE is discussed further. The following topics are discussed:
· Service availability for mission critical UEs during extreme RAN congestion
· Evaluation of option 1 and 2
· The need for group paging enhancement
· QoS and resume trigger
· The use of RRCResumeRequest-RRCRelease sequence 
· CN assistance info
· Carrier Aggregation aspects
[bookmark: _Toc242573354]Discussion
Service availability for mission critical UEs during extreme RAN congestion
Multicast reception in RRC_INACTIVE is introduced for a specific use case driven for public safety by SA6 and operators, i.e. to ensure that there is service availability for mission critical UEs during extreme RAN congestion (e.g. 9/11 type of emergency). 
The term “extreme” is used here to indicate that RAN may only be able to service mission critical UEs during congestion, i.e. mission critical UEs have the highest priority. This implies that for other UEs and other multicast sessions there could be service denial to ensure availability for mission critical UEs. UE power saving is not prioritized for mission critical UEs: 
Observation 1: Multicast reception in RRC_INACTIVE aims to ensure service availability for mission critical UEs during extreme RAN congestion.
The timeline for handling mission critical UEs during RAN congestion is discussed in more details: 
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Figure 1: Example of the timeline when there is RAN congestion with mission critical UEs
When there is extreme congestion there are only mission critical UEs in RRC_CONNECTED and some mission critical UEs may need to be released to RRC_INACTIVE to ensure service availability for all mission critical UEs. 
The gNB needs to keep a margin in RRC_CONNECTED to be able to accept mission critical UEs that want to join, request the floor or report their information to the application server (e.g. position). A margin is also needed for mission critical UEs that want to handover to the cell e.g. in case the neighbour cell is not congested and the mission critical UE is in RRC_CONNECTED in the neighbour cell. A mission critical UE can be configured to periodically send “keep-alive” signalling (e.g. location report or simple RTCP message). This functionality also needs to be supported for mission critical UEs in RRC_INACTIVE. 
The possible actions in the different congestion phases are described below:
· No congestion:
· The Rel-17 functionality is used is used as is, also for mission critical UEs.
· UEs can be released to RRC_IDLE/RRC_INACTIVE when a session is deactivated or released to RRC_INACTIVE during data inactivity. 
· CM-IDLE/RAN group paging is used when a session is activated and RAN group paging is used when there is new multicast data to get the UEs back to RRC_CONNECTED.
· Pre-congestion:
· Mission critical UEs are prioritized using Unified Access Control (UAC) and Admission Control (AC). AC may take into account the UE type (mission critical) and UE capability (MBS multicast), i.e. the PTM resources are shared between the UEs and not each group member is expected to speak at the same time. 
· Non-mission critical UEs may be rejected (UAC) or blocked (UAC). Most connections are short but a long non-mission critical connection may be released prematurely if needed.
· Congestion:
· Mission critical UEs take most/all of the connected mode capacity.
· When connected mode becomes overloaded some (non-prioritized/low activity) mission critical UEs (that are in good coverage and stationary) are released to RRC_INACTIVE but they continue to receive the multicast PTM transmissions. When the UE requests the floor it comes back to RRC_CONNECTED. 
· Post-congestion:
· gNB (gradually) calls mission critical UEs in RRC_INACTIVE back to connected mode. Dependent on the load conditions and gNB strategy the gNB can use UE individual RAN paging or RAN group Paging in one (or more) POs to control the paging responses. QoS parameters and priority can be used for differentiated handling between mission critical sessions. 
· Access and admission control restrictions are (gradually) removed for other UEs.
In legacy, when there is RAN congestion, the gNB may discard UE individual CM-IDLE or RAN paging requests. Because it is the responsibility of the network to control the paging responses during congestion, bearing in mind that the UE responds to paging irrespective of the UAC settings. Thus during extreme congestion, when the gNB may need to release mission critical UEs to RRC_INACTIVE, the gNB may discard or decide not to trigger group paging for non-mission critical sessions. Because if the gNB would initiate group paging during RAN congestion it would further increase the RAN congestion: 
Observation 2: The gNB may discard group paging during RAN congestion.
The CN is not aware when there is congestion in RAN, and CN may try to page multicast UEs in RRC_IDLE for session activation during RAN congestion. Similar as with legacy paging when there is no response, the CN may try again after T3513 expires (see 24.501). If the RAN congestion persists for a long time the CN may have to give up. 
Evaluation of option 1 and 2
Option 1 and 2 are evaluated and compared in the table below below: 
· For PTM configuration delivery, RAN2 further investigates the following solutions:
· Option 1: Dedicated signalling
· Option 2: Solution based on SIB+MCCH
· We do not preclude some “mix” of the options
	
	Option 1 
	Option 2
(with or without shared resources)

	Description
	The UE receives the PTM config in RRCReconfiguration as normal. And in suspendConfig in RRCRelease for one or more cells where to use the PTM config in RRC_INACTIVE (i.e. area config).
	UE receives the PTM configuration, area config and session status (change) via MCCH while in RRC_INACTIVE.

	Pros
	Simplicity and resource efficiency.
	Enables PTM config, area config and session status change without RACH access or resume.
Resource efficiency when resources are shared (shared PTM config).

	Cons
	The PTM config, cell config and session status cannot be changed without RACH access or resume.
In case the UE is released before session activation, the UE needs to return to connected for the PTM configuration, or the PTM configuration need to be configured and determined before session activation.  
Impact on the connected mode scheduler to take into UEs in RRC_INACTIVE to receive Paging and System information.
	MCCH resources and UE power saving during RAN extreme congestion.
Resource in-efficiency when a separate PTM config is used in RRC_INACTIVE (e.g. Rel-17 MBS broadcast config). 
Impact on the connected mode scheduler to take into UEs in RRC_INACTIVE to receive Paging and System information, when PTM resources are shared. 



A combination of option 1 and 2 does not seem to add much to the individual options.
Resource efficiency
In general it is preferred that resources are shared. But during extreme congestion, which is expected to rarely happen, it is not that resource inefficient when the PTM transmissions, which are shared by a lot of UEs, are duplicated. The number of PTM resources scales with the number of sessions, not with the number of UEs. And PTM transmissions are not expected to be the bottleneck during extreme RAN congestion with mission critical UEs.
UE power saving
During the rare event that there is extreme congestion, and the UE may need to monitor both Paging and MCCH occasions, the impact on the UE power savings is negligible. 
Specification impact
It is clear that the UE does not provide UL feedback when receiving multicast in RRC_INACTIVE. But the specification impact to clarify the correct UE behavior when the UE uses the connected mode PTM config (shared resources) while in RRC_INACTIVE needs to be studied further (e.g. PDPC handling in RRC_CONNECTED and RRC_INACTIVE and use of L1/HARQ configuration). In case the Rel-17 MBS broadcast configuration on MCCH is re-used (without shared resources) potential issues can be avoided, if needed.
In case the connected PTM configuration needs to be signalled on the MCCH (shared resources) there could be significant ASN.1 impact (to enable common configuration), i.e. a topic that was discussed during Rel-17 timeframe, but not agreed. 
Way forward
Extreme RAN congestion, when there are only mission critical UEs in connected mode, and some mission critical UEs need to continue multicast reception in RRC_INACTIVE, is expected to happen very rarely. The main objective is to ensure service availability for mission critical UEs. Thus a simple solution, both specification and implementation wise, is preferred and resource efficiency and UE power saving does not need to be optimized: 
Observation 3: A solution is preferred that is simple, specification and implementation wise, and the solution is focussed on service availability for mission critical UEs during congestion, while PTM resource efficiency and UE power saving are not critical. 
The need for group paging enhancement
During congestion the UE should not access and increase congestion, i.e. if there is need to change the PTM config, area config or session release during congestion, then the group paging should not be used. Potentially group paging could be used to indicates a session status change (activation, deactivation), but this option is not needed when MCCH is configured, i.e. only applicable with option 1: 
Proposal 1: MCCH is used in case there is a need to indicate a change in PTM config, area config or session status change.
Alternatively group paging could be used to signal session status change (because the UE would remain in RRC_INACTIVE): 
Proposal 2: In case MCCH is not configured RAN group paging can be used to indicate session status change (activation/deactivation status).
Note that session status change via group paging can also be used when the session is released, to avoid the UE continue monitoring PTM transmissions, and inform the UE later in connected that the session is released.
QoS and resume trigger
Based on the SA2 LS the QoS for multicast reception in RRC_INACTIVE was discussed during RAN2#119bis-e. Companies had different views whether the QoS would be the same or worse compared to reception in RRC_CONNECTED. Whether the QoS is the same or different depends on the configuration and functions used in RRC_INACTIVE (e.g. PTM retransmissions, MSC, etc) to guarantee QoS. But obviously the same QoS requirements apply while in RRC_CONNECTED and RRC_INACTIVE, and the RAN will make an attempt to guarantee that this is the case in both states: 
Observation 4: The QoS requirements for a multicast session are independent of the RRC state.
The discussion/dispute is about what mechanisms and configuration options are supported in RRC_INACTIVE. The gNB can for example only suspend UEs that are in good coverage and stationary to RRC_INACTIVE, and in that case the QoS will be similar to connected mode. But when the UE moves, e.g. towards the cell edge, the QoS may degrade. Thus it is beneficial when the gNB can configure a threshold in the UE that triggers the UE to resume when the radio link quality degrades: 
Proposal 3: The gNB can configure optionally a threshold based on RSRP/RSRQ measurements that triggers the UE to resume when the UE is receiving multicast in RRC_INACTIVE.
RAN2 agreed that the UE resumes on the target cell when it re-selects to a cell for which it does not have a valid PTM config. But in case the UE knows that it has to resume, it is better that UE resumes in the source cell, and mobility is performed via handover which provides a better QoS and reliability:
Proposal 4: When the quality threshold is configured the UE can also be configured to trigger resume when the UE initiates cell re-selection to another cell. 
RAN3 may also discuss triggers when the UE should resume (e.g. when the UE re-selects to another gNB). 
The use of RRCResumeRequest-RRCRelease sequence 
In case the UE re-selects to a cell for which it does not have a valid PTM config, the UE triggers resume to obtain a valid PTM config. Potentially the UE could acquire the (new) PTM config in the RRCRelease message following the RRCResumeRequest. The following observations can be made for this option: 
· During congestion the UE should not perform RACH access and increase the congestion level. 
· There can be multiple active multicast sessions being received by UEs in RRC_INACTIVE and even by the UE itself. In case the UE triggers resume with the intention to obtain a (new) PTM configuration(s) the UE needs to indicate in some way for which active session it requests a (new) PTM configuration, however there are no spare bits in the RRCResumeRequest/ RRCResumeRequest1. Potentially a new resume cause can be introduced, but this would not enable the UE to indicate for which active session it requests a (new) configuration in case multiple sessions are configured in the UE.
· In case the PTM configuration(s) is/are included in the RRCRelease message this would increase the RRCRelease message size significantly and increase the risk of RRC state mismatch in bad coverage or trigger the UE to request resume again.
Proposal 5: RRCResumeRequest-RRCRelease sequence is not used to configure (new) configuration(s).
CN assistance info
During congestion when the gNB needs to decide which UE(s) to suspend to RRC_INACTIVE to ensure service availability for all mission critical UEs, it would be beneficial if the gNB knows on a UE level/PDU session level:
· Activity level
· Role/priority level
The Expected UE Activity Behaviour QoS parameter can be used on a UE level to indicate the activity level of the UE. But the existing parameter enables the CN to signal many different values, which makes it complicated for the gNB to interpret and compare. It might be beneficial to introduce new code points (low, medium, high activity or just high activity) to make it more clear to the gNB how to use it, and to compare when different configurations are received: 
Proposal 6: Indicate to SA2 that RAN2 sees the benefit of introduction of low, medium and high activity code points for the Expected Activity Period IE. 
If the gNB knows that the UE has a critical role (e.g. team leader) it could use this information to avoid suspending that UE. But perhaps such information could be provided in a neutral way via a priority level that can be used in other use cases as well (e.g. low, medium and high priority). When the priority level is omitted, the gNB may assume “medium” level:
Proposal 7: Indicate to SA2 that RAN2 sees the benefit of having UE specific assistance information that can be used by the gNB to decide which UEs (not) to suspend to RRC_INACTIVE during congestion (e.g. low, medium and high priority not to be suspended, and the gNB assumes “medium” when not present). 
MCCH security aspects
The multicast content can be protected via application layer security (e.g. see Annex W in 33.501 Security for multicast/broadcast service for 3GPP service and SRTP/SRTCP for mission critical applications), which protects again eaves dropping (privacy protection).
SA3 is studying how to provide protection against “false base stations” (see TR 33.809). Several options are evaluated for authenticity and replay protection of System Information (SI) [1, 2]. 
Observation 5: There is no need to send an LS to SA3 about MCCH security.
Carrier Aggregation aspects
Typically multiple frequencies are configured (in FR1/FR2). The gNB should not suspend UEs on one frequency to RRC_INACTIVE, while there is still capacity left on other carriers. However that can be left to gNB implementation. 
The area (set of cells) where the UE can receive multicast in RRC_INACTIVE is similar to the neighbour cell list on MCCH for MBS broadcast in Rel-17. However multicast area can be expected to cover many more frequencies compared the broadcast cell list, which could be restricted to a single frequency. 
Observation 6: The is a need to indicate all frequencies in the area where the UE can receive multicast in RRC_INACTIVE.
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Observation 1: Multicast reception in RRC_INACTIVE aims to ensure service availability for mission critical UEs during extreme RAN congestion.
Observation 2: The gNB may discard group paging during RAN congestion.
Observation 3: A solution is preferred that is simple, specification and implementation wise, and the solution is focussed on service availability for mission critical UEs during congestion, while PTM resource efficiency and UE power saving are not critical. 
Observation 4: The QoS requirements for a multicast session are independent of the RRC state.
Observation 5: There is no need to send an LS to SA3 about MCCH security.
Observation 6: The is a need to indicate all frequencies in the area where the UE can receive multicast in RRC_INACTIVE.

Proposal 1: MCCH is used in case there is a need to indicate a change in PTM config, area config or session status change.
Proposal 2: In case MCCH is not configured RAN group paging can be used to indicate session status change (activation/deactivation status).
Proposal 3: The gNB can configure optionally a threshold based on RSRP/RSRQ measurements that triggers the UE to resume when the UE is receiving multicast in RRC_INACTIVE.
Proposal 4: When the quality threshold is configured the UE can also be configured to trigger resume when the UE initiates cell re-selection to another cell. 
Proposal 5: RRCResumeRequest-RRCRelease sequence is not used to configure (new) configuration(s).
Proposal 6: Indicate to SA2 that RAN2 sees the benefit of introduction of low, medium and high activity code points for the Expected Activity Period IE. 
Proposal 7: Indicate to SA2 that RAN2 sees the benefit of having UE specific assistance information that can be used by the gNB to decide which UEs (not) to suspend to RRC_INACTIVE during congestion (e.g. low, medium and high priority not to be suspended, and the gNB assumes “medium” when not present). 
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