3GPP TSG-RAN WG2 Meeting #120             
     R2-2212165
Toulouse, France, 14th - 18th November 2022

Agenda item:
8.16.2
Source:
Spreadtrum Communications
Title:
Discussion on AMML methods 
WID/SID:       
FS_NR_AIML_air
Document for:
Discussion and Decision
1 Introduction
RAN2 had started the discussion of AIML method in RAN2#119be. The agreements are given as below:

	1. Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
2. Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed 
3. R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
4. R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
5. R2 assumes that a model is identified by a model ID. Its usage is FFS. 
6. General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple sub-variants), User Plane, can be discussed case by case.


In this paper, we will try to give some of our understanding for AIML methods including collaboration levels, meta info and its usage, and model delivery.

2 Discussion
2.1 Collaboration levels
In general cases, when model is generated by model training function, it should be delivered to model inference function. However, the entity that locates model training function and the entity that locates model inference function may not in the same node. For example, model training function is in gNB but model inference function is in UE. 
Considering above cases, the model may need to be delivered from one node to another node. But it may not be appropriate to do model delivery via Uu due to the huge size of AIML model. RAN1 had discussed three types of collaboration levels in RAN1#109e:

1.
Level x: No collaboration

2.
Level y: Signaling-based collaboration without model transfer

3.
Level z: Signaling-based collaboration with model transfer
And more clarifications are made in recent RAN1#110be:

	Working Assumption

· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z

· Clarifying note: Level y includes cases without model delivery.

Agreement

Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)


Also some work assumptions from RAN1 are given:

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


Here we try to give some of our understandings:
· For Level x, there is no collaboration between network and UE. It can be used for one-sided model and two-sided model and no extra information from other node is needed if model training is executed in another node. As RAN1 agreement states, the Level x is kind of implementation thus has no specification impact.
· For Level y, there are no model transfer/delivery. It can be used for one-sided model and two-sided model. For one-sided model, the signaling-based collaboration can be some kind of assistance information from another node. For two-sided model, the model may be trained between network and UE in a sequential way or separate way. 
· Sequential way: In every iteration of model training, the intermediate output of Forward Propagation and the intermediate gradient of weights and bias of Backward Propagation are exchanged between network and UE.
· Separate way: The model will be trained in network and UE separately. For example, network may train the two-sided model firstly and collection the corresponding intermediate data. And then the training data and the corresponding intermediate data are delivered to UE. The UE trains the UE-sided AIML model based on the received data.    

Although AIML model does not be transferred, lots of intermediate data is exchanged. The overhead to Uu and potential privacy leakage issue still need to be carefully handled. For example, the intermediate data needs to be exchanged frequently if sequential way is used. 
· For Level z, the model is delivered directly between network and UE. In this case, RAN2 needs to consider the procedure for model transfer/delivery. The AIML model should be transferred via control plane or via user plane need further discussion. 

Proposal 1: The above clarification for collaboration levels can be referred.
2.2 Meta info and its usage
For the convenience of AIML model management (e.g., in life cycle management of AIML model), RAN2 assumes that some meta info is needed. From our view, the meta info can includes:

· Model ID: Used to identify a specific AIML model and can be used in the entire process of model life cycle management. For example, with model ID, the corresponding AIML-based functionality is also known. If collaboration level y is used, model ID can specify the model that the intermediate data should be applied for. Also the model ID can explicitly indicate the AIML model that needs to be monitored or the model that needs to be updated. Thus the meta info should include model ID at least. The form of model ID like using index or others and its size should be discussed in stage3. 
· Complexity: It could be model size and/or computation requirement (like FLOPs). RAN1 discussed to use complexity as evaluation KPI. If provided in meta info, the UE can determine whether the AIML model it can afford or not. For example, UE can check the complexity of candidate AIML models and pick up the appropriate one if it needs to perform model selection during model monitoring. 
· Valid time/Version: From our side, those two info can be used for model LCM. For example, it UE finds that the valid time of model expires or the version of AIML model is outdated, the model update can be triggered.

· Configuration: Considering AIML model generalization i.e., its performance cannot be well enough all the time. The AIML model may be configuration-specific. For example, its performance can be guaranteed in a certain area like in cellA. With configuration in meta info, UE can select the suitable model when do model update. The details of configuration needs more input from RAN1.    
Proposal 2: The meta info about a model can include model ID, complexity, valid time/version and configuration.  

Proposal 3：The Model ID should be mandatory provided, and it can be used in model LCM e.g., explicitly indicate the model that needs to be monitored or the model that needs to be updated.
2.3 Model life cycle management
2.3.1 Data collection

From our perspective, data collection is the foundation of other functions like model training and model inference. And in fact, the data that needs to be collected for different use cases may overlap, e.g., the measurement of RSRP may be input for both CSI feedback and position improvement. And we should also note that some data is already collected by existing measurement report. 
Thus, some candidate solutions can be considered to support data collection function:

· Option 1: Newly design a common procedure for data collection. In this way, the data collection procedure will be applied for all AIML related use cases. Also the procedure can be enhanced to collect use case specific data.
· Option 2: Enhancement to existing MDT/RRM measurement report mechanism. The measurement configuration like report triggering condition may change and needs further discussion.
We prefer the option 2, current MDT framework can be reused to collect training/inference data. Current framework have two types measurement including logged and immediate measurement and also with different triggering condition like event-trigger or period-trigger. We think it is enough to serve for AIML data collection. Of course, some enhancement may be needed if the discussion on the input/output of AIML model is clear in RAN1.
Proposal 4：RAN2 take existing MDT/RRM measurement as baseline and can consider some enhancement based on RAN1 progress on input/output of AIML models.
2.3.2 Model training
The cooperation between gNB and UE needs to be considered for model training. 
The ideal case is that both gNB and UE can solely perform model training function. However, compared with gNB, UE usually has limited compute capability and is more sensitive to power consumption. And also the data from UE is private. There exists considerations for data protection and privacy leakage. Thus, UE may be more suitable to perform model inference and/or performs parts of model training (like federated learning). 
For the cases where the model needs to be trained with the cooperation of network and UE, it is better for network and UE to know the capability of each other. Especially considering the compute resources and available battery capacity are changing over time for UE.
Proposal 5: RAN2 considers the capability indication between gNB and UE for model training.

2.3.3 Model monitoring and model update
The generalization of AIML model is always the focus of study. Here, we assume that AIML model outperforms than traditional method in some cases. The issue of generalization is to say that its performance will degrade rapidly and even lower than traditional method in some situation.
Thus, how to perform model life cycle management is important. Network/UE needs to monitor the performance of model and access the pattern of situation, so that it can perform model update e.g., pick up a more suitable model from prepared models repository or fallback to use legacy mechanism or update the AIML model online. 
Furthermore RAN1 had agreed following in RAN1#110be:

	Agreement

For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 

· Network-initiated

· UE-initiated, requested to the network

· Decision by the UE

· Event-triggered as configured by the network, UE’s decision is reported to network

· UE-autonomous, UE’s decision is reported to the network

· UE-autonomous, UE’s decision is not reported to the network

FFS: for network sided models

FFS: other mechanism


According to above analysis for model life cycle management and RAN1 agreements, RAN2 should consider signaling enhancement to indicate the model monitoring parameters including conditions or events to trigger model update (e.g., in addition to model fine-tuning also includes model selection, activation, switching or fallback) to UE to provide a satisfied network performance. Those model monitoring parameters may use case specific which needs more input from RAN1. 
If above case is decided by gNB, it could be gNB implementation. But if happens in UE, those monitoring parameters should be indicated to UE. 

Proposal 6: Network should indicate UE the model monitoring parameters.
Based on RAN1 agreements, the model update can be generally divided into two categories i.e., network-decided and UE-decided. At least in UE-decided model update, the report of UE’s decision to network should be considered. In network-decided model update, from our side, the notification for network’s decision to UE should also be considered for the purpose of keeping a consistent understanding of the latest applied models between gNB and UE. 
The content of UE/network’s decision can consider the meta info of AIML models like model ID. For example, the UE can indicate network that the used AIML model ID has been changed and provide other info like related model valid time. 
Proposal 7: The content of decision reported to network includes model ID at least. 
3 Conclusion

In this contribution we discussed and analyzed the impact of some AIML method on RAN2, and made the following proposals:
Proposal 1: The above clarification for collaboration levels can be referred.

Proposal 2: The meta info about a model can include model ID, complexity, valid time/version and configuration.  

Proposal 3：The Model ID should be mandatory provided, and it can be used in model LCM e.g., explicitly indicate the model that needs to be monitored or the model that needs to be updated.

Proposal 4：RAN2 take existing MDT/RRM measurement as baseline and can consider some enhancement based on RAN1 progress on input/output of AIML models.

Proposal 5: RAN2 considers the capability indication between gNB and UE for model training.

Proposal 6: Network should indicate UE the model monitoring parameters.
Proposal 7: The content of decision reported to network includes model ID at least. 
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