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Introduction
In this contribution, we mainly focus on identifying use case specific RAN2 impact based on current progress achieved in RAN1.
Discussion
CSI Feedback Enhancement
Three types of AI/ML model training collaborations for CSI compression using two-sided model use case are agreed:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


As discussed in the companion contribution [1], four options are considered as network-UE collaboration level:
Option 1: Level x + one-sided model (either network-side model or UE-side model)
Option 2: Level y + one-sided model (either network-side model or UE-side model)
Option 3: Level y + two-sided model 
Option 4: Level z + two-sided model
Based on our understanding, since model is trained at a single side/entity, Type 1 requires a model transfer over the air interface, which can be mapped to Option 4 (level z with two-sided model). Both Type 2 and 3 supports training an AI/ML model on its own with additional information from the other side, which belongs to Option 3 (level y with two-sided model).
Observation 1: Type 1 collaboration is level z with two-sided model, and Type 2/3 collaboration levels are level y with two-sided model.
As agreed in RAN1 #110bis-e meeting, to support model alignment/synchronization in Type 2 (Joint training of the two-sided model at network side and UE side), FP (forward propagation) and BP (back propagation) will be exchanged between UE and network. 
Based on the procedure example shown in RAN1 agreement (see below), FP and BP may be used for model re-training/update purpose. 
	Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies


Upon receiving FP and BP results, the model at UE and NW side can be synchronized and updated accordingly.  
There are two possible ways to exchange FP and BP over the air interface:
	
	Time scale (model update frequency)
	Security Protection 
	Carried bit size

	Option 1: L1 report
	High
	No 
	Small

	Option 2: RRC
	low 
	Yes
	Large


Compared above two options, if the time scale of model update between network and UE is tight, L1 report may be considered for exchanging FP/BP. However, if there’s a security requirement and/or data size is large for exchanging FP/BP, RRC signaling need to be used. RAN2 impact will be introduced if RRC is selected. However, it is not clear based on RAN1 discussion on the requirement of exchanging FP/BP, e.g. time scale, security requirement, size of data, etc. RAN2 should wait for more progress in RAN1 to decide the time scale/data volume/security requirement of model update and the signaling used for FP/BP.
Proposal 1: The exchange of FP/BP for model update has the potential RAN2 impact (e.g. design signalling via RRC). However further input from RAN1 is needed.
It was further agreed in RAN1 that a set of information (e.g. dataset) may be shared either from network to UE or from UE to network, depending on where the sequential training starts in case of separate training.
	[bookmark: _Hlk118232939]Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies


The same set of information sharing between NW and UE can help both-end to train a synchronized model without delivering/exchanging model information. However, it is not clear whether this set of information is used for initial training or also used for online training in real-time. RAN2 should wait for more progress in RAN1 before start study on how to exchange this dataset over air interface.
Proposal 2: Exchange of dataset for separate training at NW and UE side may have RAN2 impact (e.g. signalling design), but it depends on further progress in RAN1.
Furthermore, to support Type-3 model training in CSI feedback use case, the models used by NW and UE need to be synchronized, so that the results generated by CSI generation can be successfully reformed by CSI reconstruction. As agreed in RAN1 #110bis-e meeting, AI/ML model structure need to be aligned between NW and UE during model evaluation. 
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model



As discussed in the companion contribution [1], the UE may report its supported model structure and supported model size, etc as UE capability. Based on such information, the network can select a suitable model structure and configure the model structure information to the UE for model training. 
Proposal 3: RAN2 should take into account of model structure as part of AI/ML related UE capability and model configuration. Further inputs from RAN1 are needed. 
Beam Management
During evaluation of beam management use case, RAN1 defined following potential metrics to evaluate the overhead for BM-Case1:
	Working assumption
· For the evaluation of the overhead for BM-Case1, further study the following two metrics for potential down selection:
· Option A: RS overhead reduction, FFS for potential down selection:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme 
· Companies report the assumption on beam sweeping
· Option 3: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies 
· Option B: RS overhead, FFS for potential down selection:
· Option 1: RS OH = N, 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· Option 2: RS OH = N + P 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies


It is noted that RS overhead or RS overhead reduction can be used to evaluate the complexity and performance of a trained model. As discussed in the companion contribution [1], four model selection scenarios are introduced:
1) Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated
2) Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network
3) Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 
4) Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network.
Model complexity indicator is one of the criteria to select a proper model. In the above four scenario, RS overhead and/or RS overhead reduction can be considered in following signaling:
1) Scenario 2: UE include RS overhead and/or RS overhead reduction as model descriptor in model selection request;
2) Scenario 3: network configures a threshold of RS overhead and/over RS overhead reduction as model selection trigger event to UE;
Proposal 4: RAN2 should take into account of RS overhead and/or RS overhead reduction when define following signalling:
1) as model description in model selection request from UE to network,
2) as model selection trigger event in model selection configuration from network to UE.
Conclusion
In this contribution, we analyze the potential RAN2 impact for different use cases with following observation and proposal:
CSI feedback use case
Observation 1: Type 1 collaboration is level z with two-sided model, and Type 2/3 collaboration levels are level y with two-sided model.
Proposal 1: The exchange of FP/BP for model update has the potential RAN2 impact (e.g. design signalling via RRC). However further input from RAN1 is needed.
Proposal 2: Exchange of dataset for separate training at NW and UE side may have RAN2 impact (e.g. signalling design), but it depends on further progress in RAN1.
Proposal 3: RAN2 should take into account of model structure as part of AI/ML related UE capability and model configuration. Further inputs from RAN1 are needed. 
Beam management use case
Proposal 4: RAN2 should take into account of RS overhead and/or RS overhead reduction when define following signalling:
1) as model description in model selection request from UE to network,
2) as model selection trigger event in model selection configuration from network to UE.
References
[1] R2-2211455, General aspect of AI/ML air interface and RAN2 impact
