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1. Introduction
In XR SID [1], the following objectives on XR-awareness are included:
	Objectives on XR-awareness in RAN (RAN2):

· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.

· Study how the above information aids XR-specific traffic handling.


In RAN2 #119 and #119bis meetings, the above objective was initially discussed with some progress. In this contribution, we will discuss how PDU sets can be mapped to DRBs and how the LCH configuration works, “traffic flow without PDU set” and how does that fit in with XR traffic awareness (e.g. is it only pose control)?
Besides, in SA2#153e meeting, an LS on XR and Media Services was sent to RAN1/2/3 [2], including two questions on network exposure and some progress on PDU set based QoS framework and power saving. In this contribution, we will also discuss the questions on network exposure. 
2.  Discussion

2.1. Basic model for XR traffic 
In TR 38.838 [3], a model for XR traffic was agreed for evaluating capacity and power saving aspects in a 5G NR system. The model considers the multi-flow nature of XR traffic, which includes video, audio and pose flows, in DL and/or UL directions. The flows described in the TR have different XR characteristics, e.g. periodicity and packet delay budget (PDB) constraints. 
According to the traffic model above, the model for XR service is shown in Fig.1 below.[image: image1.emf]Option 11:
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Fig.1 General model for XR service

In this model, there are three interfaces and different options for data transmissions are provided in each interface:
Model between Server to CN:

· Option 11: One IP stream

· Option 12: Multiple IP streams

Model between CN to RAN:

· Option 21: One QoS flow

· Option 22: Multiple QoS flows

Model between RAN and UE:

· Option 31: One DRB

· Option 32: Multiple DRBs
Regarding the model between Server to CN, there may be multiple associated IP streams with different QoS requirements for XR traffic, which is described in TR 23.700 [4]. Besides, according to the model in TR 38.838 [3], some options on multiple streams are also modelled for XR traffic, e.g. video + audio/data, or even for video, there may be multiple streams for I frame and P frame separately with different QoS requirements. 
Thus, RAN2 assumes multiple IP streams should be modelled for XR service. But anyway, final decision should be made in SA.
Observation 1: RAN2 assumes multiple IP streams should be modelled for XR service, e.g. I+P frame, or Video+Audio. The final decision should be made in SA.
Regarding the QoS flows, it is natural that different IP streams with different QoS requirements should be mapped to separate QoS flows. For example, Audio and Video frames may have different QoS requirements as legacy. Besides, I frame and P frame for Video may have different packet size(s), different priority/importance, different data rate, or different delay requirements, etc. Thus, multiple QoS flows should be modeled for XR service. But what is the granularity, e.g. Video+Audio, or I frame+P frame, should be based on the discussion in SA on the QoS requirements for each stream. Actually, this is being discussed in SA2, e.g., whether multiple-flow or single-flow should be mapped for XR service. Besides, SA2 is also discussing on whether need to introduce sub-flow for one flow. Anyway, the final decision should be confirmed with SA2/SA4. 
Observation 2: RAN2 assumes different IP streams with different QoS requirements for XR service should be mapped into different QoS flows, e.g. (Video and Audio) or (I frame(s) and P frame(s)) mapped to separate QoS flows. FFS on final confirmation with SA2/SA4 including the granularity.
With this understanding, final confirmation on the above modeling with SA2/SA4 is needed. 
Regarding the protocol stack model between RAN node and UE, we need to discuss the protocol stack in different layers, including SDAP, PDCP, RLC, and MAC, which is shown below in Fig.2. 
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Fig.2 RAN model for XR service
In RAN2#119bis-e meeting, this was discussed and the below progress was captured in the TR [5]
	Depending on how the mapping of PDU sets onto QoS flows is done in the NAS and how QoS flows are mapped onto DRBs in the AS, we can distinguish the following alternatives (as depicted on Figure 5.1.2-1 below):

-
111: one-to-one mapping between types of PDU sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU sets. Providing different QoS for the types of PDU sets sent in different DRBs is already possible.

-
NN1: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB in the AS. From a Layer 2structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.

-
N11: possible multiplexing of types of PDU sets in one QoS flow in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flow/DRB one QoS. Providing different QoS for the types of PDU sets multiplexed in a single QoS flow/DRB is currently not possible.

-
N1N: possible multiplexing of types of PDU sets in one QoS flow in the NAS and demultiplexing of types of PDU sets from one QoS flow on multiple DRBs in the AS. From a Layer 2 structure viewpoint, demultiplexing of types of PDU sets from one QoS flow onto multiple DRBs is currently not possible.
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In the above models, how PDU set(s) in one or multiple QoS flows mapping to a same DRB or multiple separate DRBs is captured. In our understanding, different types of PDU sets in seperate QoS flow have different QoS requirements, e.g. I frame and P frame. Thus, it is reasonable to map them to different DRB(s) or to a same DRB as legacy (i.e. Alt111/NN1). 
In AltN11/N1N, different PDU sets in one QoS flow could be mapped to either one DRB or multiple DRBs. We understand AltN11 is one case of existing mechanism. While for AltN1N, different types of PDU sets in one QoS flow mean they should have the same QoS requirements. Thus, there is no motivation to map different types of PDU sets in one QoS flow to separate DRBs. 
Proposal 1: PDU sets from different QoS flows can be mapped to same or different DRBs, as Alt 111/NN1. 
Proposal 2: PDU sets from a same QoS flow should be mapped to a same DRB (as AltN11), i.e. AltN1N is not preferred. 
Besides, we need to determine how to map different PDU sets to LCH(s) for different alternatives in TR [5]. More details:
· For Alt 111 above, it is observed that different types of PDU sets mapping to different DRBs should be mapped to different LCHs. 
· For Alt NN1 above, same or different LCHs could be considered for the DRB. Considering different types of PDU sets in different QoS flows have different QoS requirements, it is better to map them to different LCHs.
· For Alt N11 above, as different types of PDU sets in the same QoS flow are mapped to one DRB, it is naturally to map them into the same LCHs.
· For Alt N1N above, even different types of PDU sets in the same QoS flow are mapped to different DRBs, PDU sets with same QoS requirement could be considered to be mapped to the same LCH. So it is a little strange different types of PDU sets in the same QoS flow mapping to different DRBs are mappled to different LCHs.
With this model, the existing QoS framework could be reused. That is, different types of PDU sets with different QoS requirements could be mapped to separate LCHs. In this way, different QoS flows with different requirements could get differentiated scheduling by LCP. 

Proposal 3: Existing QoS framework, including mapping different types of PDU sets with different QoS requirements to separate LCHs, could be used as the baseline for XR service.

Regarding the discussion on “traffic flow without PDU set”, this has been also raised in SA2/SA4, but with no extensive discussion. The current discussion in SA2/SA4 is based on PDU set. Considering PDU set/burst concept is initially discussed and defined in SA2/SA4. How the traffic flow mapping should be also discussed in SA2/SA4. Thus, we think it is better to wait for SA2/SA4 decision on the traffic flow without PDU set.
Proposal 4: RAN2 to wait for the discussion on “traffic flow without PDU set” in SA2/SA4. 
2.2. XR awareness information
The integration of XR applications within the 5G System is shown in the following Fig.3 as defined in [6][7]. In order to optimize XR service transmission in 5G system, from RAN perspective, XR traffic characteristics, QoS metrics and application layer attributes could be beneficial to aid RAN awareness handling.[image: image4.png]5G-XR Aware
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Fig.3 5G-XR functions integrated in 5G System

According to SA2 discussion in TR [4], a new ‘PDU-Set’ concept was introduced for XR traffic, which is defined as below: 

‘A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services), which are of same importance at application layer. All PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In some cases, the application layer can still recover parts of the information unit, when some PDUs are missing.’

With the definition of PDU Set, 

· PDU-Set level QoS parameters were introduced, including:

· PDU Delay Budget (PDB)
· PDU Set Delay Budget (PSDB)
· Whether all PDUs are needed for the usage of PDU Set by application layer
· Whether to drop a PDU Set in case PSDB is exceeded (FFS)
· PDU Set Priority (FFS)
· New information associated with PDU-Set were also introduced, including:

· PDU Set Sequence number (SN)
· Start/End PDU of the PDU Set
· PDU SN within a PDU Set
· Number of PDUs within a PDU Set
· PDU Set importance
· PDU Set dependency (FFS)
Additionally, application layer attributes specifically refer to burst periodicity, burst arrival time, jitter and etc.

From RAN2 point of view, what information could aid XR specific handling or how it could be used is related to the RAN side mechanisms. During study on information beneficial for RAN, we also need to consider the performance improvement, e.g. system capacity, resource efficiency, end to end latency, UE power saving, etc., for the gNB to be aware of. 
Observation 3: What information could aid XR specific handling or how it could be used is related to the RAN level mechanisms.
At RAN node (i.e. gNB) side, the information aiding XR specific handling provided to RAN could be from CN or UE: 
· On one side, CN could provide some XR service characteristics/attributes, e.g. PDB, importance, frame boundary, first/ last PDU indication, importance/priority, time alignment/sync, dependency (inter-/intra-flow), frame rate, periodicity, jitter information, etc. As discussed in SA2, the CN/DN needs to deliver these XR-awareness information to RAN through UPF or AF/AS, and then the RAN can perform XR-specific traffic handling accordingly. These information exchange from CN to gNB should be studied in RAN2 and SA2.
· On the other side, UE could also provide the above information as UE is also the source of data transmission for UL XR traffic. Besides, the UE is also the destination of data transmission in DL. It could also provide some statistics for XR traffic to RAN to help the configurations dynamically, e.g. delay, power consumption, traffic change, etc. Information exchange between gNB and UE should be studied in RAN2. 
All these information could be used for RAN RRC configuration adaptation or UP handling, e.g. packet discarding, scheduling enhancements, LCH enhancements, etc.
In the LS from SA2 [2], it is stated as:
	· In KI#4&5 (PDU Set based QoS framework), SA2 has been discussing the extension of the 5GS QoS framework to support the efficient handling of PDU Set, mainly including PDU Set identification and PDU Set level QoS. SA2 has agreed to send to the gNB the information captured in TR 23.700-60 clause 8 (see agreed pCR S2-2209938).


More details, SA2 has agreed the below informations to be sent to gNB:

	8.X.1
Control plane enhancements for supporting PDU Set in downlink

8.x.1.1
PDU Set QoS Parameters
PDU Set QoS treatment is determined using dynamic or non-dynamic PCC.

The following PDU Set QoS parameters are defined to support PDU Set handling:

-  PDU Set Error Rate: The PSER defines an upper bound for the ratio between the number of PDU Sets not successfully received and the total number of PDU Sets sent towards a recipient measured over a measurement window. 
Editor’s Note: the criteria for determining whether a PDU Set is successfully delivered or not are FFS 

-  PDU Set Delay Budget
Editor’s Note: The definitions of PSER and PSDB are FFS. For PSDB, it needs further study the impact due to N6 jitter.
-  Whether all PDUs are needed for the usage of PDU Set by application layer (PDU Set Integrated Indication).

Editor’s Note: It is FFS “Whether a PDU Set is still valid in case PSDB is exceeded” is needed. It should be discussed together with the definition of PSDB, specially about the boundary of PSDB.

If PDU Set based QoS handling is used, PCF determines the above PDU Set QoS Parameters based on information provided by AF (described in 8.X.2) and/or local configuration. The PDU Set QoS parameters are sent to SMF as part of PCC rule, then SMF sends them to RAN.

8.X.1.2
AF Information Provisioning

PDU Set related assistance information provisioning by AF is supported for dynamic PCC. AF may provision one or more of the following PDU Set related assistance information to NEF/PCF during AF QoS request procedure:

-  PDU Set QoS parameters listed in clause 8.x.1.1.

-  Burst periodicity

8.X.2
User plane enhancements for supporting PDU Set in downlink

8.X.2.1 PDU Set Information

The following PDU Set related information may be identified by UPF to support PDU Set based handling:

-  PDU Set Identifier

NOTE:
Neighbor PDU Sets in sequence will use different PDU Set identifiers.

-  Optional, Start PDU and End PDU of the PDU Set

-  PDU SN within a PDU Set

-  Optional, PDU Set Size

NOTE:
Either PDU Set Size expressed in bytes or PDU Set Size expressed as number of PDUs, needs further determined.

NOTE:
Either one among Start/End PDU of the PDU Set and Number of PDUs within a PDU Set needs to be supported.

-
PDU Set Importance

Editor’s Note: Which above PDU Set information parameters is optional is FFS.

8.X.2.2 PDU Set Information identification on UPF and supported N6 protocols

The detection and marking of the DL PDU Sets sent to the NG-RAN shall be done by the PSA UPF.

PSA UPF may identify the PDU Set based on instruction from SMF and packet header of N6 protocols:

-  by matching RTP/SRTP header and payload (RFC 3550/3711/6184/7798/draft-ietf-avtcore-rtp-vvc/draft-ietf-avtext-framemarking are supported). 

Editor’s Note: Whether support PDU Set identification information in new RTP is pending to SA4 5G_RTP WI.

NOTE: In above cases, it is assumed that the RTP/SRTP header and/or payload necessary for the identification of PDU Set Information is not encrypted.

-  by UPF implementation, e.g., PDU Set detection based on traffic characteristics. IP header parameters DSCP/TOS, IP port, IPv6 flow label may be used to detect PDU set, however detailed mechanisms in UPF for PDU Set information identification will not be standardized.

Editor’s Note: Other N6 protocols, i.e. HTTP/MASQUE, GTP-U, IP/TCP/UDP/QUIC options, carrying PDU Set information are FFS. (Potential SoH)

8.X.2.3 Delivering PDU Set Information to RAN

PDU Set Information (listed in 8.X.2.1) are informed by UPF to RAN via GTP-U header of user plane packet.

Editor’s Note: Whether PDU Set importance is used for mapping different QoS Flows, sub-QoS Flows, or included in GTP-U header is FFS. (Potential SoH)

8.X.3 PDU Set based QoS handling

RAN performs PDU Set based QoS handling based on received PDU Set QoS Parameters via control plane, and PDU Set Information received via user plane. The details of RAN behaviours are defined in RAN WG.


We think all these informations are benefitial for RAN handling. More detailed information needed from RAN side could be further studied in SA2 and RAN2. 
Proposal 5: RAN2 confirms the information provided in SA2 LS (R2-2211138) are benefitial for RAN handling. More detailed information needed from RAN side could be further studied in SA2 and RAN2.
At the UE side, the XR-awareness information aiding XR specific handling provided to AS layer could be provided by UE application layer. All the above information could be benefit for XR specific handling in UE, e.g. packet discarding, LCP enhancements, etc. Information exchange between application layer and AS layer inside UE could be studied in SA/CT, e.g. NAS signaling, or left to UE implementation, etc.
Proposal 6: XR-awareness information exchange between UE and gNB should be studied in RAN1/2. 
Proposal 7: XR-awareness information exchange between application layer and AS layer inside UE could be studied in SA/CT, e.g. NAS signaling, or left to UE implementation, etc. 

The detailed RAN level mechanisms on how to use of PDU(s)/PDU set(s) in DL and UL, e.g., PDU prioritization or PDU discard could be found in [8] and [9]. 
2.3. Network exposure
In the LS from SA2 [2], the following questions have been raised:
	· In KI#3 (Network exposure), SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server and agreed the conclusions in TR 23.700-60 clause 8 (see pCR S2-2209977 and S2-2209978). The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency.
Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN. SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.

· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 


In SA2, they are discussing the rate adaptation at application. With this, they are considering per-QoS flow or per DRB congestion. Thus, they are asking the feasible to estimate congestion information per-QoS flow or per DRB in both DL and UL at RAN side.
For Q1, from RAN perspective, gNB (and UE) could obtain per-QoS flow waiting time/latency, data rate, data loss rate, etc, based on statiscs in DL (and UL). Then, the congestion-like parameter could be derived with these inforations. This could be provided to CN from RAN node to help for the rate adaptation. Thus, it is possible for RAN to estimate the congestion information per-QoS flow. 
Proposal 8: RAN2 assumes it is feasible for RAN to estimate the congestion information per-QoS flow, e.g. based on statistical information, including per-QoS flow waiting time/latency, data rate, data loss rate, etc.
Regarding per-DRB congestion information, it relies on the modelling of QoS flow and DRB mapping discussed in section 2.1. If multiple DRBs are modelled for XR service, it is possible for gNB and UE to obtain per-DRB waiting time/latency, data rate, data loss rate, etc, based on statiscs. Otherwise, we could only obtain an overall status for the DRB.
Proposal 9: RAN2 assumes it is feasible for RAN to estimate the congestion information per-DRB if multiple DRBs are modelled for XR service. 
For Q2, the intention for SA2 is to check whether it is feasible for RAN to estimate congestion information per-QoS flow in UL, per DRB in UL, without UE impacts or involvement. In our understanding, for UL, UE could obtain the above per-QoS flow or per-DRB congestion information naturally. After that, if these information could be provided to gNB in RAN by e.g. BSR or UAI, the RAN can estimate the UL conguestion as the way in DL. But without UE imvolvement, gNB as receiver can only obtain some statistics including data rate, data loss rate, etc., while it cannot derive per-QoS flow or per-DRB waiting time/latency. 
If the congestion from SA2 means the latency or waiting time, then, with the above information, it is not feasible for RAN to estimate the congestion information per-QoS flow/per-DRB in UL without UE impacts. While if the congestion from SA2 could be derived from information at receiver, including data rate, data loss, etc., it is feasible for RAN to estimate the congestion information per-QoS flow/per-DRB in UL without UE impacts. 
Thus, with these limited information, we are not sure whether congestion information could be derived. 
Proposal 10: RAN2 to discuss whether it is feasible for RAN to estimate per-QoS flow/per-DRB congestion information based on the information at gNB in UL without UE impacts. 
With the above proposals, a draft reply LS should be sent to SA2, which is provided in [10].
3. Conclusion

In this contribution, we discuss the modeling for XR awareness and network exposure. Based on the discussion, we have the following observation and proposals:
Observation 1: RAN2 assumes multiple IP streams should be modelled for XR service, e.g. I+P frame, or Video+Audio. The final decision should be made in SA.

Observation 2: RAN2 assumes different IP streams with different QoS requirements for XR service should be mapped into different QoS flows, e.g. (Video and Audio) or (I frame(s) and P frame(s)) mapped to separate QoS flows. FFS on final confirmation with SA2/SA4 including the granularity.

Observation 3: What information could aid XR specific handling or how it could be used is related to the RAN level mechanisms.
Proposal 1: PDU sets from different QoS flows can be mapped to same or different DRBs, as Alt 111/NN1. 

Proposal 2: PDU sets from a same QoS flow should be mapped to a same DRB (as AltN11), i.e. AltN1N is not preferred. 
Proposal 3: Existing QoS framework, including mapping different types of PDU sets with different QoS requirements to separate LCHs, could be used as the baseline for XR service.

Proposal 4: RAN2 to wait for the discussion on “traffic flow without PDU set” in SA2/SA4. 
Observation 3: What information could aid XR specific handling or how it could be used is related to the RAN level mechanisms.
Proposal 5: RAN2 confirms the information provided in SA2 LS (R2-2211138) are benefitial for RAN handling. More detailed information needed from RAN side could be further studied in SA2 and RAN2.
Proposal 6: XR-awareness information exchange between UE and gNB should be studied in RAN1/2. 
Proposal 7: XR-awareness information exchange between application layer and AS layer inside UE could be studied in SA/CT, e.g. NAS signaling, or left to UE implementation, etc. 

Proposal 8: RAN2 assumes it is feasible for RAN to estimate the congestion information per-QoS flow, e.g. based on statistical information, including per-QoS flow waiting time/latency, data rate, data loss rate, etc.
Proposal 9: RAN2 assumes it is feasible for RAN to estimate the congestion information per-DRB if multiple DRBs are modelled for XR service. 

Proposal 10: RAN2 to discuss whether it is feasible for RAN to estimate per-QoS flow/per-DRB congestion information based on the information at gNB in UL without UE impacts. 
A draft reply LS to SA2 is provided in [10]. 
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