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[bookmark: _Hlk53665621][bookmark: _Hlk118277269]At the RAN2#119bis-e meeting, the work plan for RAN2 was discussed and the following working assumption were noted:
	Some initial Assumptions on the work: 
-	Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).
-	Assume that e.g. for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 
-	Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 
Noted


For the general aspects of model management, RAN2 could focus on some components agreed by RAN1, including data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback.
In this contribution, we will further discuss the general aspects of the AI/ML methods from RAN2’s perspective, including:
· Model transfer
· Model ID for model management
· Signaling procedure
2. Discussion
[bookmark: _Hlk118277603]2.1	Model transfer
At the RAN1#110bis-e meeting, RAN1 further discussed and clarified the boundary of three collaboration levels between the network and UE:
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)



Level x is implementation-based operation without any dedicated AI/ML-specific enhancement. For Level y and Level z, the boundary is whether there is a model delivery between the network and UE via 3GPP signaling. The boundary of collaboration levels is clear and RAN2 shall study the solution for 3GPP signaling-based model delivery.
In the last RAN2 meeting, there are the following agreements by RAN2 regarding the model delivery:
	General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.


To our understanding, both two CP-based and UP-based solutions have some advantages and disadvantages that can be summarized below in Table 2.1-1.
Table 2.1-1: Pros and Cons of CP-based and UP-based model transfer 
	 
	Pros
	Cons

	CP-based model transfer
	- Benefits are foreseen if the network may timely transfer and update the model, especially when the model is per cell.
- [Less or no signaling impact for model registration.]
	- Study how to transfer the model, e.g., dedicated SRB and RRC message
- Study how to address the model size issue, in case of huge model size.

	UP-based model transfer
	-  Limited specification impact on RAN,
- Model transfer on DRB, thus the existing RRC signaling transfer is not affected.
	- Potentially new SA2 design, e.g. IMS server-like solution.
- [Extra signaling of model registration.]
- The model is transferred from a server via UPF, thus more latency. 
- Even if the model is trained by the RAN node, the model cannot be transferred to UE directly.


Which solution to select may rely on the location of each AI/ML functionality case by case and also the advantages and disadvantages of the two solutions. Therefore, we suggest RAN2 to start studying the pros and cons of CP- and UP- based model transfer.
Proposal 1: RAN2 to study the pros and cons of CP-based and UP-based model transfer.
For CP-based model transfer, firstly we need to analyze the location of each AI/ML functionality case by case.  the combinations where the model is trained on the network side and then transmitted to the UE are considered as an example.
Table 2.1-2: potential location of AI functionalities for each use case
	Use case
	Data Collection
	Model Training
	Model Inference

	CSI compression
	gNB
	gNB
	CSI generation: UE
CSI reconstruction: gNB

	CSI prediction
	gNB
	gNB
	UE

	Beam management
	gNB
	gNB
	UE

	Positioning
	LMF
	LMF
	UE


For CSI compression, CSI prediction and beam management, we think that it is reasonable that the model is trained in gNB since these three use cases are completely related to radio interface. If so, the model should be transferred from gNB to UE. For positioning, the model should be trained in LMF and be transferred from LMF to UE. Furthermore, even if the model is trained in a third-party node, then is transferred from the third-party node to gNB/LMF via private interface, and then is transferred from gNB/LMF to UE via control signalling, this should be regarded as an implementation of model training in gNB/LMF from the perspective of specification.
Proposal 2: For CP-based model transfer, RAN2 assumes that:
· Model is transferred from LMF to UE for positioning use case,
· Model is transferred from gNB to UE for beam management and CSI enhancement use cases.
For CP-based model transfer, RAN2 needs to discuss how to transfer the model from gNB/LMF to UE. One approach is coupling the AI functions including model transfer to the related protocol, e.g., for positioning use case LPP protocol is enhanced to support the model transfer, for beam management and CSI enhancement use cases RRC protocol is enhanced to support the model transfer. Another approach is introducing a new unified protocol layer (e.g., AI layer) to support the AI functions for each use case. To our understanding, the model transfer scheme should be same for each AI use case, e.g., model segment scheme. Therefore, we think that it is feasible. Besides, it is likely to support more AI use cases in the future. Alt 2 is future proof and the specification complexity is low.
Proposal 3: RAN2 to consider the following two alternatives for CP-based model transfer:
· Alt 1: LPP protocol is enhanced to support the model transfer for positioning use case, and RRC protocol is enhanced to support the model transfer for beam management and CSI enhancement use cases,
· Alt 2: New unified protocol layer (e.g., AI layer) is introduced to support the model transfer for each use case. 
To facilitate the discussion of solutions for the model transfer, further specific requirements on model transfer, such as typical model size, frequency of model transfer, latency, ciphering and integrity protection requirements, etc. may be required.
Besides, the model size may be quite huge for specific use cases. For CP-based model transfer, the model transfer may greatly impact the transfer of traditional control signaling, which causes the degradation of system performance. New radio bearer may need to be introduced. We suggest RAN2 to discuss whether to introduce new radio bearer after receiving RAN1’s feedback, e.g., typical model size, frequency of model transfer and latency requirement.
Proposal 4: LS to RAN1 to ask for feedback on model transfer requirements between network and UE in terms of typical model size, frequency of model transfer and latency requirement.
For UP-based solution, there are multiple scenarios in SA WGs for reference, e.g., IMS voice, UP-based positioning. These solutions mainly address how to establish and manage the connection between the UE and the network. The general procedure of UP-based positioning is shown in Figure 2.1-1. For IMS, dedicated bearer and QoS flow (5QI=5) need to be established. With a similar solution, the model can be transferred between UE and the network in the form of data after the PDU session and bearer are established.


Figure 2.1-1 Connection establishment between UE and LMF for UP-based positioning
As the detailed procedure is in SA scope, RAN2 may need to coordinate with relevant WG(s), e.g., SA2, when it is concluded that the UP-based solution should be supported for model transfer. However, for UP-based model transfer, from RAN2’s perspective, no RAN2 specification impact is foreseen so far. But it is unclear whether SA2 will raise some requirements to RAN2 in the future. We suggest to send a LS to ask SA2 to assess the impact of relevant specifications, including potential requirements to RAN2.
Before receiving requirements from SA2, we think that RAN2 should focus on CP-based model transfer.
Therefore,
Proposal 5: RAN2 to focus on CP-based model transfer and LS to SA2 to assess the impact of relevant specifications for UP-based model transfer, including potential requirements to RAN2.
In the last RAN2 meeting, RAN2 discussed model format and reached the following agreements:
	R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 


Besides, how to align the AI/ML framework between the two sides (UE and NW) needs to be studied, currently, there are plenty of AI/ML frameworks, such as TensorFlow, PyTorch, and Caffe. Each AI/ML framework has its model storage format and are not mutually compatible with loading the model storage format of other AI/ML framework, for example, the ‘.h5’ format is used for TensorFlow and the ‘.pth’ is used for PyTorch and these two formats are not interchangeable.
On how to align among these AI/ML frameworks, the following options can be considered:
· Option 1: One straightforward way is that one side reports the supported AI/ML framework format (s) and the other side can choose one of them as the format for the transferred model, e.g., UE may indicate the supported model format(s) via UE capability transfer. 
· Option 2: Another way is to define a specific format that is recognizable by multiple parties, either reusing existing formats such as ONNX or defining a new format for model description in 3GPP. Defining a new format may be more efficient from the overhead perspective and may potentially be forward-compatible, while considerable effort of standardization may be required.
Proposal 6: For CP-based model transfer, study how to align the AI/ML format transferred between the network and UE, the candidate options include:
· Option 1: A group of open formats negotiated by two sides,
· Option 2: One specific format used by both sides, either reusing existing format such as ONNX or introducing a new specified format in 3GPP.
2.2 Model ID for model management
With regard to LCM, RAN1 has made the following agreement: 
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations



On the other hand, RAN2 has also made the following agreement: 
	R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 


For UE-side model managed by the network, from RAN2’s perspective, model ID is essential to manage the model in some component procedures. For example, the UE may be configured with more than one models for the same AI function, which can be configuration-specific models. For network-initiated model activation, one simple way to activate the suitable model upon network configuration switching would be allocating a model ID to each model. Besides, if each model is identified by a unique model ID, delta configuration can be used when the network would modify/release some of models for the same AI function, which will reduce the signaling overhead for model transfer, especially when the model size is significant large.
From this perspective, model ID shall be considered when more than one models for the same AI function, in some cases, e.g., for model transfer/(de)activation.
On the other hand, in some cases network can manage model without specific model ID, but, rather network can manage model per AI function. That is, when only one model is configured to UE per AI functional, network manage the model implicitly by referring to the AI function, e.g., CSI compression, beam management, positioning. Or if multiple models are used for a single AI function, the switching or selection is based on other implicit rules for example based on configurations of bandwidth, number of ports, etc. 
From this perspective, model ID may be considered as optional feature in model transfer/(de)activation.
Proposal 7: Model ID can be optionally used in LCM when there is more than one model per AI function.
[bookmark: _Hlk110589277]2.3	Signaling procedure 
2.3.1 Overall procedure of life cycle management
Figure 2.3-1 shows the overall signaling procedure of life cycle management.


Figure 2.3-1: signaling procedures of model life cycle management
Step 0. The UE indicates its AI/ML-related capability to the CN/RAN node.
Step 1. The CN/Server/RAN node/UE obtains the essential data for model training.
Step 2. The CN/ Server /RAN node/UE performs model training based on the acquired data. If the model training is performed at a Server, the Server may deliver the valid model to CN/RAN node/UE when ready.
[Step 3. The UE indicates the stored model to the CN/RAN node by model registration].
Step 4/5. If the model is delivered from CN/RAN node to UE, the CN/RAN node may send the [model configuration] before or along with the model transfer.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from CN/RAN node.
Step 7. The CN/RAN node may send model performance monitoring configuration to UE.
Step 8. The CN/RAN node/UE obtains the data required for model inference. 
Step 9. The CN/RAN node/UE performs model inference based on the acquired data. For the two-sided model, the output of UE model inference can be the input of model inference at the CN/RAN node.
Step 10. The UE may report the performance feedback to CN/RAN node who sends the model performance monitoring configuration in step 7. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal system performance (e.g. low throughput due to selecting an unreasonable beam), or if the accuracy of the model inference result does not meet the expectations (e.g. the accuracy of the prediction is below a configured threshold), the UE can deactivate the model itself or by the network indication. Consequently, the model may be retrained/updated with more training data.
Note 1: The above procedures are not required to occur in a fixed order, e.g., the model registration can be performed along with or after capability transfer.
Note 2: Some steps can be merged into one single step, e.g., the model configuration in step 4 and the performance monitoring configuration in step 7.
Note 3: Some steps may occur multiple times if needed, e.g., the model registration upon the stored model changes.
Note 4: The signaling procedure may be updated based on RAN1's further progress, e.g., model registration, model configuration.
Note 5: The overall signaling procedure can be further refined for each use case.
Proposal 8: RAN2 to discuss the overall signalling procedure of model life cycle management and capture a baseline procedure into the TR 38.843 when available.
2.3.2 Data collection
On Data collection, RAN1 has made the following agreements:
	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


As agreed by RAN1, Data Collection may be performed for different purposes in LCM to provide essential data to Model training and Model inference functionalities, model monitoring, model selection, model update, etc. Based on current RAN1 progress, for the management of data and AI/ML models, RAN2 could start discussing data collection types as follows:
· Type 1：Internal data collection for model training and/or model inference,
· Type 2：Data collection from peer entity, e.g., gNB collecting RSRP measurement and optimal beam ID from UE for model training at gNB.
Type 1 internal data collection has no specification impact, thus further study on data collection should focus on Type 2 data collection.
For the mechanism of data collection, the existing framework (including MDT and RRM measurements) shall be reused, if possible. The explicit essential input/output data to be collected is left to the RAN1 decision.
Proposal 9: Reuse the existing data collection framework, including MDT and RRM measurement, if possible.
Proposal 10: RAN2 shall focus on the external data collection from one entity to another entity. FFS on the explicit data to be collected based on RAN1 progress.
At last RAN2 meeting that user privacy and security need to be considered with regard to user data. We understand that user privacy and security should be investigated by SA3 when necessary.
Proposal 11: Ls to SA3 with regard to user privacy and security concern when the explicit data to be collected for AI/ML purpose is agreed.

2.3.3 Model training
At the RAN1#109-e meeting, two types of models were identified:
· One-sided (AI/ML) model: A UE-side (AI/ML) model or a Network-side (AI/ML) model
· Two-sided (AI/ML) model: A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
To our understanding, the model training for a one-sided model is not expected to be specified and shall be left to the implementation. That is, how the Model Training function uses inputs to train a model is out of SI scope. On the contrary, the model training of a two-side model may involve training data exchanged between the corresponding two-side entities. This may require some specification effort for training data exchanged between the UE and the network, e.g., forward propagation-related parameters, input, and output.
Taking CSI compression as an example of the two-sided model, three types of model training collaborations were considered:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


For type 1 model training collaboration, the joint training is performed on a single side, which is the same as the one-sided model. Thus, no specification impact for type 1 model training collaboration.
For type 2 and type 3, the baseline procedure was concluded at the RAN1#110bis-e meeting:
	Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
Other Type 3 NW-first training approaches are not precluded and reported by companies


In type 2 model training, the forward propagation result and backward propagation information shall be exchanged between UE and the network. In type 3 model training, the dataset shall be exchanged between UE and the network.
Therefore, we propose:
Proposal 12: Model training for the one-side model, i.e., how the Model Training function uses inputs to train a model, is internal processing and can be left to implementation. 
Proposal 13: RAN2 to study the potential specification impact of type 2/3 model training for the two-sided model, including exchange of dataset, forward propagation result and backward propagation information.
2.3.4 Model monitoring
When it comes to model monitoring, the following agreements were made at the RAN1#110bis-e meeting:
	Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
a) Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
b) Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



According to RAN1’s agreements, the model monitoring is utilized for the next operation of AI LCM, i.e., model selection/ switching/ fallback or update (including re-training). However, RAN1 has not concluded on the explicit metrics of model monitoring. 
Besides, the entity to monitor the metrics may not be the entity to decide the next operation of AI LCM. From RAN2 perspective, a uniform mechanism of monitoring configuration is needed to ensure the efficiency of monitoring reporting, e.g., one-shot, event triggered or periodical report.
To sum up, more progress from RAN1, on the explicit metrics and the reporting type of model monitoring, is needed before RAN2 works on the signaling design of model monitoring.
Proposal 14: Wait for more progress in RAN1 before RAN2 discusses the solution of model monitoring, including the explicit metrics and reporting type.
2.3.5 model activation/deactivation/switching
Generally speaking, a variety of terms of model iteration has been introduced in RAN1’s discussion, which are in essence generalized to be the change in model to some different degrees for better performance. Some clarifications were made at the RAN1#110bis-e meeting.
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


For instance, Model switching refers to a flexible change of the model among a group of models. Switching could happen between models with an identical structure, a partially same sub-structure or two completely different structures. Similarly, the input and output of models before and after switching can be identical or different as well. 
With the consideration to accommodate various forms of model activation/deactivation/switching, at least two types can be considered:
· Type 1: Explicit indication of activation/deactivation/switching, via RRC/MAC CE/DCI.
· Type 2: Autonomously activation/deactivation/switching based on validity scenarios/configurations/sites and performance monitoring.
Above all, which one(s) to select depends on the requirements of each specific use case. Besides, RAN1 is still working on performance metrics for each use case, which is the prerequisite of model activation/deactivation/switching.
Proposal 15: Wait for more progress in RAN1 before RAN2 discusses the solution of model activation/deactivation/switching.
3. Conclusion
Model transfer
Proposal 1: RAN2 to study the pros and cons of CP-based and UP-based model transfer.
Proposal 2: For CP-based model transfer, RAN2 assumes that:
· Model is transferred from LMF to UE for positioning use case,
· Model is transferred from gNB to UE for beam management and CSI enhancement use cases.
Proposal 3: RAN2 to consider the following two alternatives for CP-based model transfer:
· Alt 1: LPP protocol is enhanced to support the model transfer for positioning use case, and RRC protocol is enhanced to support the model transfer for beam management and CSI enhancement use cases,
· Alt 2: New unified protocol layer (e.g., AI layer) is introduced to support the model transfer for each use case. 
Proposal 4: LS to RAN1 to ask for feedback on model transfer requirements between network and UE in terms of typical model size, frequency of model transfer and latency requirement.
Proposal 5: RAN2 to focus on CP-based model transfer and LS to SA2 to assess the impact of relevant specifications for UP-based model transfer, including potential requirements to RAN2.
Proposal 6: For CP-based model transfer, study how to align the AI/ML format transferred between the network and UE, the candidate options include:
· Option 1: A group of open formats negotiated by two sides,
· Option 2: One specific format used by both sides, either reusing existing format such as ONNX or introducing a new specified format in 3GPP.

[bookmark: _GoBack]Model ID for model management
Proposal 7: Model ID can be optionally used in LCM when there is more than one model per AI function.

Signaling procedure
Proposal 8: RAN2 to discuss the overall signalling procedure of model life cycle management and capture a baseline procedure into the TR 38.843 when available.
Proposal 9: Reuse the existing data collection framework, including MDT and RRM measurement, if possible.
Proposal 10: RAN2 shall focus on the external data collection from one entity to another entity. FFS on the explicit data to be collected based on RAN1 progress.
Proposal 11: Ls to SA3 with regard to user privacy and security concern when the explicit data to be collected for AI/ML purpose is agreed.
Proposal 12: Model training for the one-side model, i.e., how the Model Training function uses inputs to train a model, is internal processing and can be left to implementation. 
Proposal 13: RAN2 to study the potential specification impact of type 2/3 model training for the two-sided model, including exchange of dataset, forward propagation result and backward propagation information.
Proposal 14: Wait for more progress in RAN1 before RAN2 discusses the solution of model monitoring, including the explicit metrics and reporting type.
Proposal 15: Wait for more progress in RAN1 before RAN2 discusses the solution of model activation/deactivation/switching.
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