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1 Introduction
In RAN#95-e, the SID for Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air is updated in RP-221348 [1]. The RAN2 related objective is highlighted as below. 
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this contribution, we discuss potential impacts on AI/ML for NR air interface.
2 Discussion
RAN1 has studied some general aspects of AI/ML framework in RAN1#109-e and RAN1#110, including terminologies, high-level principle, network-UE collaboration, life cycle management (LCM), etc. In this contribution, we share the RAN1 agreements on the general AI/ML framework, and further analysis on the potential RAN2 impacts for these aspects.
2.1 Terminology
RAN1 Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


Observation 1: RAN1 has agreed to include the working list of terminologies to be used for AI/ML air interface SI discussion.
Proposal 1: RAN2 is proposed to reuse the RAN1 working assumption on the terminologies for further AI/ML air interface discussion. 

2.2 High-level principle
	RAN1 Agreements
1) As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
2) Where AI/ML functionality resides depends on specific use cases and sub-use cases.
3) RAN1 discussion should focus on network-UE interaction.
a. AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


Based on the RAN1 agreements, RAN1 focuses on network-UE interaction and the AI/ML functionality mapping within the network is up to RAN2/RAN3. Considering no RAN3 work expected in SI phase and AI/ML functionality resides depends on specific use case and sub-use case, RAN2 can discuss this issue per (sub-)use case.
Proposal 2: RAN2 to discuss AI/ML functionality mapping within the network per (sub-)use case.

2.3 Network-UE collaboration
	RAN1 Agreements
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


Based on RAN1 discussion, Level x is up to implementation and will not introduce any new signaling for AI/ML. Thus, Level x has no specification impact. For level y, it needs to define signaling related to AI/ML operation, which may include control signaling for model training, monitoring, inference, etc., but does not involve the explicit model structure or parameters information. On the basis of Level y, Level z further supports model transfer between network and UE, including explicit model structure and parameters of AI/ML models. In our understanding, the AI/ML related signaling introduced for Level y is also introduced for Level z. The details of model structure and parameters can wait for RAN1 discussion.
Observation 2: Level x is an implementation-based solution without any collaboration between network and UE, and Level y needs signaling exchange between network and UE for model training, monitoring, inference etc., without explicit model structure or parameter information, and Level z supports signaling with explicit model structure or parameter information.
Observation 3: The AI/ML related signaling introduced for Level y is also introduced for Level z.
The details of collaboration levels, e.g., Level x-y boundary, whether define sub-levels for Level y or z, are still under discussion in RAN1. From RAN2 perspective, the signaling procedure depends a lot on details of collaboration levels and model transfer. Based on above analysis, RAN2 can use Level y as start point for discussion considering the signaling of Level y is a subset of Level z. 
Proposal 3: RAN2 to discuss the AI/ML related signaling for collaboration Level y first, and then discuss for Level z based on RAN1 progress.

2.4 Life Cycle Management
RAN1 studied the components of Life Cycle Management and achieved following agreements. But currently RAN1 has no common understanding on some components, such as Model registration, Model configuration, etc.
	RAN1 Agreements
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


[bookmark: _GoBack]As illustrated in TR 37.817 [2] of AI/ML for NG-RAN, a functional framework for RAN intelligence is shown as Fig.1. RAN1 takes it as starting point for discussion on general framework for AI/ML for NR air interface, and most components of Life Cycle Management agreed by RAN1 have already been reflected in the functional framework for RAN intelligence. 


Fig. 1 Functional Framework for RAN Intelligence
From RAN2 perspective, we can take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion. The details for each component can wait for RAN1’s progress. 
Proposal 4: RAN2 take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion.

3	Conclusion
Here are the observations and proposals for AI/ML for NR air interface.
Observation 1: RAN1 has agreed to include the working list of terminologies to be used for AI/ML air interface SI discussion.
Proposal 1: RAN2 is proposed to reuse the RAN1 working assumption on the terminologies for further AI/ML air interface discussion. 
Proposal 2: RAN2 to discuss AI/ML functionality mapping within the network per (sub-)use case.
Observation 2: Level x is an implementation-based solution without any collaboration between network and UE, and Level y needs signaling exchange between network and UE for model training, monitoring, inference etc., without explicit model structure or parameter information, and Level z supports signaling with explicit model structure or parameter information.
Observation 3: The AI/ML related signaling supported in Level y is also supported by Level z.
Proposal 3: RAN2 to discuss the AI/ML related signaling for collaboration Level y first, and then discuss for Level z based on RAN1 progress.
Proposal 4: RAN2 take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion.

4	Reference
[1] RP-221348, Revised SID: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
[2] TR 37.817 Study on enhancement for Data Collection for NR and EN-DC (Release 17)
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