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1 Introduction
Based on the AI/ML for NR air interface SID, the AI/ML for positioning accuracy enhancement will be studied, and RAN1 had already made the following agreements [1] [2].
In this contribution, we will discuss the signalling procedures for the AI/ML based positioning and provide our initial suggestions.
2 Discussion
Generally speaking，for AI/ML based positioning, the AI/ML model is deployed at UE or at LMF, and the signalling procedures are different for AI/ML model deployed at different entity, therefore, we discuss the signalling procedure for AI/ML model applied at UE or LMF respectively.
2.1 AI/ML model inference at UE
2.1.1 AI/ML model training/data collection
When both the AI/ML model interference and training are at UE-side, if it is online training, the network may need to provide the training data to UE for UE performing AI/ML model training, in other words, the UE should collect training data from the network. If the control plane signalling is used to transfer the training data, the LPP provide assistance information could be considered. The training data may include the positioning measurement and UE location which are acquired by the LMF from the other UEs or PRUs.
When the AI/ML model interference is at UE but the AI/ML model training at network, there is no need for UE to collect training data. However, for this case, the network should deliver the AI/ML model to UE. Regarding how to deliver AI/ML model, if the control plane signalling is used, the LPP message can be used for delivering AI/ML model to UE, such as LPP provide assistance information message. In other hand, the AI/ML model delivery will be discussed in the AI/ML framework item, maybe can follow the conclusion from the item.
Proposal 1: For the online training, when both the AI/ML model interference and AI/ML model training are at UE-side, the LPP provide assistance data message can be considered for UE collecting training data.
Proposal 2: When the AI/ML model interference is at UE but AI/ML model training at network, the network delivers the AI/ML model to UE by LPP provide assistance data message.
Observation 1: There may be no spec impact on collecting data for AI/ML model training when the AI/ML model interference is at UE but AI/ML model training at network.
2.1.2 AI/ML model indication/configuration
The LMF should indicate or configure the AI/ML model when the AI model inference is at UE, for instance, LMF indicates the UE to apply the specific AI/ML model, or indicates the UE to apply direct or indirect AI/ML positioning, or configures the AI/ML parameters to the UE. If the AI model is UE proprietary, UE should register the AI/ML model to the LMF and then LMF performs AI/ML model indication/configuration. And the LPP location information request message can be considered to perform AI/ML model indication/configuration.
Proposal 4: The LPP location information request message can be considered to perform AI/ML model indication/configuration, which includes specific AI/ML model indication, direct or indirect AI/ML positioning indication and providing AI.ML parameters.

Proposal 5: If the AI/ML model in UE is proprietary, the AI/ML model should be registered to the LMF for LMF managing the AI/ML model.
2.1.3 AI/ML model monitoring and update
The LMF is suitable for monitoring the AI/Ml performance when the AI/ML model reference is at the UE side. If the performance is degraded, the LMF may indicate the UE to change the AI/ML model, update the AI/ML model, or switch to the traditional positioning method. Regarding how to evaluate the AI/ML positioning performance, the assistance information from UE could be considered, for instance, the UE may provide the additional estimated location based on the other positioning methods, or the measurements based on the other positioning method.
Proposal 6: The LMF requests the UE to provide the additional estimated location or positioning measurements based on other positioning methods to evaluate the AI/ML positioning performance.

Proposal 7: The AMF is responsible for the AI/ML model monitoring and the LMF may indicate to UE to change the AI/ML model, update the AI/ML model, or switch to the traditional positioning method.
2.1.4 AI/ML model capability transfer

The LMF should manage the AI/ML model when the AI/ML mode is at UE side, so the AI/ML model capability should be reported to the LMF. Moreover, when the AI/ML model is proprietary, the LPP capability transfer procedure also can be considred for UE to register the AI/ML model.
Proposal 8: The UE reports the AI/ML model capability to LMF by the LPP provide capability, and the detailed the capabilities is further studied.
2.2 AI/ML model inference at LMF
2.2.1 AL/ML model training/data connection

When the AI/ML model inference is at LMF, the AI/ML model training also should be at LMF. Since if the AI/ML model training is at UE, the different UE may train the different AI/ML model, and the LMF should manage a larger number of AI/ML model, we think this is not reasonable and feasible. For the both AI/ML model inference and training are at LMF, the LMF may acquire the training data from the existing signalling procedure, for instance, LMF gets the training data from OAM or from other UE or PRU.
Proposal 9: If the AI/ML model inference is at LMF, the AI/ML model training also should be at LMF;
Observation 2: There may be no spec impact for training data connection when AI/ML model inference is  at LMF.
2.2.2 AI/ML model indication/configuration
When the AI/ML model inference is at LMF side, the LMF can configure the AI/ML buy itself, so there is no spec impact on AI/ML model indication/configuration.
Observation 3: There may be no spec impact for AI/ML model indication/configuration when AI/ML model inference is at LMF.
2.2.3 AI/ML model monitoring and update
When the AI/ML model inference is at LMF side, the LMF is also responsible for monitoring the AI/ML model performance. For instance, the LMF uses the information from the PRU to monitor the AI/ML performance, or the LMF uses the traditional positioning method to evaluate the AI/ML model performance, however, it seems there is no spec impact for AI/ML model performance monitoring when the AI/ML inference is at LMF side.
Observation 4: There may be no spec impact for AI/ML model performance monitoring when the AI/ML inference is at LMF side.
3 Conclusions 
In this contribution, we have discussed the AI based positioning and provide the following proposals:
Proposal 1: For the online training, when both the AI/ML model interference and AI/ML model training are at UE-side, the LPP provide assistance data message can be considered for UE collecting training data.
Proposal 2: When the AI/ML model interference is at UE but AI/ML model training at network, the network delivers the AI/ML model to UE by LPP provide assistance data message.
Proposal 4: The LPP location information request message can be considered to perform AI/ML model indication/configuration, which includes specific AI/ML model indication, direct or indirect AI/ML positioning indication and providing AI.ML parameters.
Proposal 5: If the AI/ML model in UE is proprietary, the AI/ML model should be registered to the LMF for LMF managing the AI/ML model.
Proposal 6: The LMF requests the UE to provide the additional estimated location or positioning measurements based on other positioning methods to evaluate the AI/ML positioning performance.
Proposal 7: The AMF is responsible for the AI/ML model monitoring and the LMF may indicate to UE to change the AI/ML model, update the AI/ML model, or switch to the traditional positioning method.
Proposal 8: The UE reports the AI/ML model capability to LMF by the LPP provide capability, and the detailed the capabilities is further studied.
Proposal 9: If the AI/ML model inference is at LMF, the AI/ML model training also should be at LMF;
Observation 1: There may be no spec impact on collecting data for AI/ML model training when the AI/ML model interference is at UE but AI/ML model training at network.

Observation 2: There may be no spec impact for training data connection when AI/ML model inference is at LMF.
Observation 3: There may be no spec impact for AI/ML model indication/configuration when AI/ML model inference is at LMF.
Observation 4: There may be no spec impact for AI/ML model performance monitoring when the AI/ML inference is at LMF side.
4 References
[1] R1-22xxxxx, “Report of 3GPP TSG RAN1#110 meeting”
[2] R1-2205701,
“Report of RAN1#109-e meeting”
Agreement


Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.


AI/ML model training


training data type/size


training data source determination (e.g., UE/PRU/TRP)


assistance signalling and procedure for training data collection


AI/ML model indication/configuration


assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)


AI/ML model monitoring and update


assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)


AI/ML model inference input


report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)


model input acquisition and pre-processing


type/definition of model input


AI/ML model inference output


report/feedback of model inference output


post-processing of model inference output


UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)


Agreement


Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement


Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)


Partial and/or noisy ground truth label


Signaling for data collection


Other aspects are not precluded


Agreement


Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement


AI/ML model monitoring performance metrics


Condition of AI/ML model update


Reference signals and measurement feedback/report


Other aspects are not precluded


Agreement


Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least


UE-side or Network-side training


UE-side or Network-side inference
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