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1 Introduction
In the past RAN1#109 and #110 meetings, the following agreements have been made with respect to the general AI/ML for air interface framework. In this paper, we discuss the possible RAN2 impacts. 

	RAN1#109 Agreements:
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

RAN1#110 Agreements:
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative.
Note: More aspects may be added as study progresses. 




2 Discussion
2.1	AI/ML related discussion in RAN3 and SA5
First of all, it’s worth noticing that there are AI/ML related discussions on-going in other working groups in parallel. 
In particular, RAN3 has completed a study item in Rel17 regarding using AI/ML to optimize network energy saving, load balancing, and mobility optimization. RAN3 is now continuing the discussion and will specify the related network procedures in the Rel18 work item (RP-220635). RAN3 also discussed whether the AI training/inference functionality is located and currently, and the following two ways of deployment is supported:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
	[bookmark: _Hlk89695239]RP-220635
Normative work is based on the conclusions captured in TR37.817. The detailed objectives of the WI are listed as follows:
· Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)



[bookmark: _Toc115421821]AI/ML training/inference capabilities will be supported by gNB in Rel18 for network energy saving, load balancing and mobility optimization. 
[bookmark: _Toc115421822]It is upon RAN3 discussion whether the AI/ML training/inference capabilities is located in CU or DU in a CU-DU split gNB architecture. 

Besides, SA5 also started a study item in Rel18 to address the AI/ML management capabilities and management services issues, which includes the collaboration between OAM and NG-RAN (SP-211443). 
	SP-211443
To study the AI/ML management capabilities and management services to support/coordinate AI/ML in 5GS (3GPP management system, 5GC and NG-RAN) without disclosing or restricting the proprietary algorithm of AI/ML model, including 
1) the use cases, potential requirements, and possible solutions for management of AI/ML capabilities for the AI/ML-enabled functions (e.g., MDA, RAN intelligence, NWDAF, etc.) in 5GS, including but not limited to the following capabilities:
· Validation of AI/ML model and AI/ML-enabled function
· Testing of AI/ML model and AI/ML-enabled function (before deployment)
· Deployment of AI/ML model (new or updated model) and AI/ML-enabled function
· Configuration of AI/ML-enabled function
· Performance evaluation of AI/ML-enabled function
Note: as a priority, the study will first focus on the objective 1), specifically addressing management capabilities for AI/ML model validation, testing and deployment to support the AI/ML in NG-RAN when AI/ML model training is in OAM and inference is in NG-RAN.



[bookmark: _Toc115421823]AI/ML management capabilities will probably be supported in Rel18/19 for OAM to deploy a trained AI/ML model to NG-RAN. 

2.2 Use cases
So far, the following three use cases are considered as initial set of use cases in the study item as also stated in the SID (RP-213599):
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction 
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement 
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions 
Since this is the first time discussing AI/ML for air interface enhancement, the gain should be carefully assessed especially by RAN1. From RAN2 point of view, it is suggested to focus on the above three use cases in Rel18 and not consider other new use cases unless agreed by RAN1. 
[bookmark: _Toc115421814]RAN2 is suggested to focus on agreed three uses cases (i.e., CSI feedback enhancement, beam management, positioning) in Rel18 and not consider other new use cases unless proposed by RAN1.

2.3	Network-UE collaboration for AI for air interface
RAN1 has discussed the possible collaboration between network and UE to facilitate the AI for air interface. Three levels of collaboration have been considered so far:
· Level x: No collaboration
· Level y: Signaling-based collaboration without model transfer
· Level z: Signaling-based collaboration with model transfer

For level x collaboration, in our understanding, that means both AI training and inference are operating either in network or in UE in an isolated way. One side (UE or network) does not even have to know an AI/ML approach is used by the other side (network or UE). The AI/ML approach can be regarded as a pure implementation option and has no impact on legacy Uu procedure/signalling. In that sense, level x collaboration has no RAN2 impact. 
[image: ]
[bookmark: _Ref110584348]Figure 1 Illustration of Level x, no AI/ML related signalling-based collaboration

[bookmark: _Toc115421815]For Network-UE level x collaboration (i.e., no collaboration), there is no RAN2 impact.

Comparatively, level y and z collaboration would require enhancements to the legacy Uu procedures/signalling. The difference between level y and z is whether the AI/ML model payload itself needs to be transferred from gNB to UE, or some AI/ML model related parameters would be enough, or some signalling exchange (e.g., data collection, CSI-RS configuration, assistant information etc.) is needed to facilitate the AI/ML training/inference at network or UE side. On the other hand, for better assessment and design, RAN2 needs to understand what exact information shall be transferred between gNB and UE and what size is it, which are dependent on RAN1 progress. For example, as illustrated in our RAN1 contribution (R1-2209119), the transferred information can be for model management or inference operation.

[image: ]
Figure 2 Illustration of AI/ML related signalling-based collaboration

[bookmark: _Toc115421816]RAN2 studies the possible enhancements to support Network-UE level y collaboration (i.e., signalling-based without model transfer) and level z collaboration (i.e., signalling-based with model transfer) taking into account RAN1 progress. 

Another point as mentioned in RAN1 agreement, it is upon RAN2/RAN3 decision whether the network means gNB, LMF, or OAM in terms of network-UE collaboration. As explained in Observation 1 and 3, both gNB and OAM will support some level of AI/ML training/inference/management. However, OAM doesn’t directly interact with UE. It is possible that an AI/ML model used by gNB/LMF is trained and deployed by OAM, but that’s a separate discussion out of RAN2 scope. 
	· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.



[bookmark: _Toc115421824]The interaction between OAM and gNB/LMF for AI training and deployment is out of RAN2 scope.

What RAN2 can discuss is if the network entity is gNB or LMF in terms of network-UE collaboration. In our understanding LMF serves only for positioning purpose, thus at least for CSI feedback enhancement and beam management, it is gNB that collaborate with the UE. 
For positioning, if any network-UE collaboration is needed, it seems a straight forward option that LMF and UE can collaborate with each other. For example, for industry or indoor scenario, if LMF decides to use the UE based fingerprinting AI/ML approach, the LMF could train an AI/ML model first and then transfer the AI/ML model to UE. Whether gNB will also be involved and collaborate with UE/LMF can be further studied. 
[bookmark: _Toc115421817]Network-UE collaboration for CSI feedback enhancement and beam management is between gNB and UE. 
[bookmark: _Toc115421818]Network-UE collaboration for positioning is at least between LMF and UE. The involvement of gNB can be further studied.


2.4	Protocol layer for LCM
RAN1 also discussed the steps needed for AI/ML model life cycle management, e.g., 
· Data collection
· Model training
· Model deployment
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Model transfer
· UE capability

Some of the above steps might not have spec impact, e.g., model training/update/inference can be considered as the processing inside network or UE. On the other hand, some steps imply possible air interface enhancements if Network-UE collaboration is needed. For example, if the AI/ML model used by UE for CSI feedback enhancement or beam management is provided by gNB, gNB may keep monitoring the AI/ML model performance/gain and may send explicit signalling command to UE in order to activate/deactivate/switch the current AI/ML model or fallback to non AI/ML method. 
One question needs RAN2 discussion is which protocol layer shall be responsible for the AI/ML model LCM when Network-UE collaboration is needed.
For AI/ML model LCM related to CSI feedback enhancement and beam management, on one hand, it can be done via enhanced RRC, e.g., introducing new RRC messages or adding new field in existing RRC messages. On the other hand, to have a clean and future proof design, another alternative would be to introduce a new protocol layer dedicated for AI model LCM, especially considering the content of signalling for LCM could be quite different from what is carried in legacy RRC. For example, in parallel with RRC (control plane) and SDAP (user plane), a new protocol layer dedicated for AI/ML LCM can be introduced on top of PDCP layer as illustrated in Figure 3.

[image: ]
Figure 3: Example of new protocol layer for AI/ML LCM

[bookmark: _Toc115421819]For AI/ML model LCM that is related to CSI feedback enhancement and beam management and requires Network-UE collaboration, RAN2 studies which protocol layer should be responsible, e.g., RRC or a new protocol. 

For AI/ML model LCM related to positioning, the story is a bit different. Legacy LPP protocol is designed in a way to serve different positioning methods, such as ODOA, A-GNSS, Enhanced Cell ID etc. Information carried in LPP messages (e.g., Request Assistance Data, Provide Assistance Data) are also grouped in a per positioning method manner. The AI/ML method, e.g., finger printing, can be regarded as another positioning method after all. Thus, in our understanding, it seems natural to extend LPP protocol messages to support positioning AI/ML model LCM.
[bookmark: _Toc115421825]Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.

[bookmark: _Toc115421820]For AI/ML model LCM that is related to positioning and requires Network-UE collaboration, LPP protocol can be enhanced to serve the purpose.

3	Conclusion

Based on the discussion above, we observe:
Observation 1	AI/ML training/inference capabilities will be supported by gNB in Rel18 for network energy saving, load balancing and mobility optimization.
Observation 2	It is upon RAN3 discussion whether the AI/ML training/inference capabilities is located in CU or DU in a CU-DU split gNB architecture.
Observation 3	AI/ML management capabilities will probably be supported in Rel18/19 for OAM to deploy a trained AI/ML model to NG-RAN.
Observation 4	The interaction between OAM and gNB/LMF for AI training and deployment is out of RAN2 scope.
Observation 5	Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.


Based on the discussion above, we propose:

Proposal 1	RAN2 is suggested to focus on agreed three uses cases (i.e., CSI feedback enhancement, beam management, positioning) in Rel18 and not consider other new use cases unless proposed by RAN1.
Proposal 2	For Network-UE level x collaboration (i.e., no collaboration), there is no RAN2 impact.
Proposal 3	RAN2 studies the possible enhancements to support Network-UE level y collaboration (i.e., signalling-based without model transfer) and level z collaboration (i.e., signalling-based with model transfer) taking into account RAN1 progress.
Proposal 4	Network-UE collaboration for CSI feedback enhancement and beam management is between gNB and UE.
Proposal 5	Network-UE collaboration for positioning is at least between LMF and UE. The involvement of gNB can be further studied.
Proposal 6	For AI/ML model LCM that is related to CSI feedback enhancement and beam management and requires Network-UE collaboration, RAN2 studies which protocol layer should be responsible, e.g., RRC or a new protocol.
Proposal 7	For AI/ML model LCM that is related to positioning and requires Network-UE collaboration, LPP protocol can be enhanced to serve the purpose.
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