


[bookmark: OLE_LINK39][bookmark: OLE_LINK40][bookmark: OLE_LINK41][bookmark: OLE_LINK42]3GPP TSG-RAN WG2 Meeting #119bis                                                 	R2-2209721
Electronic, 10th - 19th October, 2022
		
Source:	CATT 
[bookmark: Title]Title:	Consideration on the Use Case Specific AIML for NR Air-interface
[bookmark: Source]Agenda Item:	8.16.3
[bookmark: DocumentFor]Document for:	Discussion and Decision

Introduction
In RAN#94 e-meeting, The SID of AI/ML for NR Air Interface [1] was approved. In the WID, it is mentioned that the RAN2 only starts the work (e.g. consider the Protocol aspects) after there is sufficient progress on the use case study in RAN1:
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
Since RAN1 has already discussed the AI/ML item for 2 group meetings and some progress is made, in this document, we share our views about the consideration on the RAN2 impact for different use cases.
Discussion
0. CSI feedback enhancement
Sub use case identify
In RAN1#109-e meeting, RAN1 discussed some sub use cases for CSI feedback enhancement, and one sub use case below was selected by RAN1 as one representative sub use case for CSI feedback enhancement [2].
· Spatial-frequency domain CSI compression using two-sided AI model
In RAN1#110-e meeting, RAN1 further discussed the other use cases for CSI feedback enhancement, and two sub use cases below were excluded by RAN1 [3].
· CSI-RS configuration and overhead reduction
· Resource allocation and scheduling
Besides, some other sub use cases are still under RAN1’s discussion now, for example the following sub use cases.
· Temporal-spatial-frequency domain CSI compression using two-sided model
· Improving the CSI accuracy based on traditional codebook design using one-sided model
· CSI prediction using one-sided model
· Joint CSI prediction and compression
Based on above, from RAN2 perspective, it seems to be reasonable that RAN2 starts the CSI feedback enhancement study and discussion based on the agreed sub use case in RAN1 i.e. spatial-frequency domain CSI compression using two-sided AI model. For other use cases which still being discussed in RAN1, RAN2 can wait for RAN1 to make the choice for other representative sub use case for CSI feedback enhancement.
Proposal 1: RAN2 starts the discussion of CSI feedback enhancement based on the agreed representative sub use case in RAN1:
· spatial-frequency domain CSI compression using two-sided AI model
Training collaborations
In RAN1#110-e meeting, training collaborations for spatial-frequency domain CSI compression using two-sided AI model had been discussed and the following agreement was achieved [3].
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


Three training collaboration types were proposed in RAN1 for spatial-frequency domain CSI compression using two-sided AI model. 
For type 1, the AI model will be joint trained at one side, UE-sided or network-sided, the AI model needs to be transferred from UE/network to network/UE by air interface for inference. 
For type 2, the AI model will be joint trained at network side and UE side, respectively. It seems no AI model needs to be transferred by air interface, but some training related information (e.g. forward propagation values, backward propagation values, etc.) could need to be exchanged between UE and network.  
For type 3, the AI model is separate trained at network side and UE side, the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. It could be one side (UE side or network side) to train the CSI generation part and CSI reconstruction part firstly, then, send dataset or label (e.g. {Channel, target CSI}) to another side to train CSI generation part or CSI reconstruction part. It could also be parallel training at UE side and network side based on the same dataset.
Based on RAN1’s progress, RAN2 can start to discuss RAN2 impacts for two-sided AI model based on the three training collaboration types.
Proposal 2: RAN2 starts to discuss protocol impacts for two-sided AI model for the three training types proposed in RAN1.
Two-sided model and the collaboration levels
In the WID [1], collaboration level specific specification impact per use case is indicated in RAN2’s work scope. In RAN1, the following three collaboration levels are defined and still are discussed in RAN1.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z: Signaling-based collaboration with model transfer
For the sub use case of spatial-frequency domain CSI compression using two-sided AI model, as RAN1 had defined three training collaboration types, from the aspect of model training, based on the analysis of three training collaboration types above, it can be roughly considered that type 1 belongs to level z as type 1 needs model transfer, type 2 belongs to y as no model transfer is needed but some assistance information about model training need to be exchanged between UE and network for type 2, type 3 also belong to level y as no model transfer is needed but dataset or label could need to be transferred from one side to another side. Besides model training, other collaboration aspects also need to be considered for two-sided AI model. More detailed analysis in RAN2 needs to wait for RAN1 further progress on collaboration level and two-sided AI model discussion.
Proposal 3: The collaboration level for spatial-frequency domain CSI compression using two-sided AI model depends on which training collaboration type is selected.
Proposal 4: More detailed analysis about collaboration levels in RAN2 for two sided model needs to wait for RAN1 further progress on collaboration level and two-sided AI model discussion.
Potential specification impacts in RAN2
In our contribution [4], life cycle management (LCM) is discussed generally. For CSI feedback enhancement use case, based on LCM, some spec impacts in RAN2 could be considered. Similarly, we start to discuss the spec impacts in RAN2 based on the three training collaboration types for two-sided model. Based on the analysis of the three training collaboration types above, data collection is needed for all training collaborations types. As data collection is being discussed in RAN1, RAN2 can discuss how to transfer the dataset between UE and network after further progress in RAN1. The signalling for model management e.g. model selection, activation, deactivation, switching, and fallback operation also need to be discussed in RAN2. It seems to be a general aspect which could be applicable to all use cases. For two-sided AI model, model monitoring could need to be performed for both CSI generation model and CSI reconstruction model. If the model is poor performance after model monitoring, what is the UE behavior, e.g. whether the UE needs to send indication to network if model monitoring is performed by UE needs to be discussed in RAN2. For model transfer, it is obvious that the model transfer is needed if type1 is selected as the training collaboration type for two sided model. Besides, for model train/inference/update, more discussion is about the input and output of AI model which should be first discussed in RAN1. 
In addition, the configuration and reporting for AI-based CSI feedback also should be considered in RAN2 after more progress is made in RAN1.
Proposal 5: RAN2 can start the initial discussion for CSI feedback enhancement use case focusing on the following LCM aspects:
· Data collection
· Model transfer
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
0. Positioning accuracy enhancement
Sub use case choose
For positioning accuracy enhancement, no sub use cases are formally identified by RAN1, which needs to be decided in RAN1 first. The potential sub use cases mentioned by our RAN1 contribution include: 
· Sub use case 1: AI/ML model is used to directly output UE’s position
· Sub use case 2: AI/ML model is used to estimate timing and/or angle of measurements
· Sub use case 3: AI/ML model is used to identify LOS/NLOS
In last RAN1 meeting, two AI/ML based positioning methods are selected for characterization and performance evaluations, the potential sub use cases listed above can be mapped as:
	AI/ML based positioning method
	Direct AI/ML positioning
	AI/ML assisted positioning

	The mapped potential sub use case
	Sub use case 1
	Sub use case 2 & 3


The chosen of the sub use cases will be finally decided by RAN1, in this meeting only some general part can be initially discussed in RAN2, such as the rough specification impact for One/Two-sided model, or for different LCM steps. 
Proposal 6: Detailed RAN2 discussion on the AI/ML based positioning accuracy enhancement should be started after the sub use case(s) decided by RAN1.
One-sided model or Two-sided model
In last meeting, RAN1 has already agreed to study the one-sided model, but the two sided model is not precluded:
	Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 


Therefore, it seems that potential sub use cases can be mapped to only one one/two-sided model type. It is a simple way for RAN2 to study the specification impact for one-sided model as a prioritized method, i.e. AI/ML model is used to directly output UE’s position or to identify LOS/NLOS in the UE side or in the network side.
Proposal 7: RAN2 study the AI/ML based positioning accuracy enhancement using the one-sided model as a simpler and start point.
Besides the one-sided model type, some other sub use case(s) of the positioning accuracy enhancement may adopt the two-sided model type, for example an AI/ML model can be adopted to compress the DL-PRS channel observations at UE side, and the compressed channel observations will be used as the input of the AI/ML model at LMF side. This two-sided model may be beneficial in resource overhead for transferring the compressed channel observations. But since two-sided model is more complicated compared to one-sided model, it is suggest discussing the two-sided model case and the solution for further study.
Proposal 8: RAN2 could further study the AI/ML based positioning accuracy enhancement using the two-sided model.
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Based on the one-sided model assumption, as for the collaboration level of the proposed potential sub use cases for AI/ML-based positioning, according to the signaling interaction degree between UE and network, the AI/ML model related training, inference and assisted information exchange corresponding to the above collaboration levels can be generally analyzed as below:
· Level x (No collaboration): Both AI/ML model training and inference are conducted at UE side. For instance, a UE may utilize the DL-PRS channel observations and an AI/ML model to estimate the UE’s position itself;
· Level y (Signaling-based collaboration without model transfer): Both AI/ML model training and inference are conducted at one side, e.g. UE or LMF side. For instance, AI/ML model is trained at LMF side, and DL-PRS channel observations such as CIR are transmitted to LMF for AI/ML model inference;
· Level z (Signaling-based collaboration with model transfer): AI/ML model is trained at one side, e.g. LMF side. AI/ML model inference is conducted at other side, e.g. UE side. For instance, considering UE computing capacity and training data acquisition, AI/ML model is trained at LMF side and transferred to UE side for inference.
The collaboration level x may have no air-interface impact since no information is needed to be exchanged between the UE and the network. And for the collaboration level y or z, more or less information is needed to be exchanged, e.g. the full /partial model, or the assistance information/data collected for training/inference. Of course this exchange is also needed for other use cases.
Proposal 9: RAN2 only to discuss the specification impact on the collaboration level y and z.
[bookmark: _Ref111129927]Potential specification impacts in RAN2
Regarding potential specification impacts in RAN2 for positioning accuracy enhancement use case, the discussion can be based on the LCM steps, which is similar as the analysis in the CSI feedback enhancement use case.
But for model monitoring, as we proposed to use one-sided model as a prioritize case for the positioning accuracy enhancement, only one-sided model monitoring may be performed, which may be different from the two-sided model. Anyway the further discussion should be based on an identified sub use case decided by RAN1 first.
Proposal 10: RAN2 can start the initial discussion for positioning accuracy enhancement use case based on the following LCM aspects:
· Data collection
· Model transfer
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
0. Beam management
Sub use cases identify
In RAN1#109 meeting, two sub use cases were agreed [2]:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range


Apart from the above two sub cases, other BM-cases are still under discussion in RAN1. From RAN2 perspective, the study can start based on the two agreed BM-cases.
Proposal 11: RAN2 to start the discussion on BM based on the agreed two sub use cases:
· BM-Case1: Spatial-domain DL beam prediction;
· BM-Case2: Temporal DL beam prediction based on the historic measurement results.
Potential specification impacts in RAN2
In RAN1#110 meeting, RAN1 has identified some basic procedures for LCM and spec impacts related to BM LCM procedure. In this section, we analyze the potential specification impacts from RAN2 perspective following the LCP procedure.
For BM, data collection is related to model training, model fine-tuning, model inference and model update. Basically, Reference signals will be configured for beam predication and beam measurement. But new content/type of collected data is not excluded.
If the model is inferred at gNB side, the UE needs to report the measurement result to the network as the inputs of the AI/ML inference at the network. And the network may configure the predicted beam information to the UE. If the model is inferred at the UE, the UE performs the measurements and inferences. Then, the UE reports the predicted beam information to the network.
Since the propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles, the predicated beam information may be accurate. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid.
Model transfer may be needed to synchronize the model information between the UE and NW. In our company paper [4], it clarified that if the AI/ML model needs to be transferred within 3GPP, RAN2 to discuss the detailed solutions. For BM, the model transfer mechanism can follow the same principle. If AI/ML model is transferred within 3GPP, we think for model transfer from NW side to UE side, the following characteristics/impacts can be further studied:
· Full or partial model transfer;
· Size of model transfer;
· Model transfer frequency;
· Latency and reliability requirements for model transfer;
· Model representation format (MRF) for model transfer, e.g., ONNX or 3GPP-based model representation format.
Based on the analysis above, we propose that:
Proposal 12: RAN2 can start study on BM from the following aspects:
· Potential configuration on UE reporting/measurement/triggering/assistance information for data collection/inference/model monitoring;
· Potential characteristics/impacts for model transfer if AI/ML model is transferred within 3GPP.
Conclusion
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For CSI feedback enhancement:
Proposal 1: RAN2 starts the discussion of CSI feedback enhancement based on the agreed representative sub use case in RAN1:
· spatial-frequency domain CSI compression using two-sided AI model
Proposal 2: RAN2 start to discuss protocol impacts for two-sided AI model for the three training types proposed in RAN1.
Proposal 3: The collaboration level for spatial-frequency domain CSI compression using two-sided AI model depends on which training collaboration type is selected.
[bookmark: _GoBack]Proposal 4: More detailed analysis about collaboration levels in RAN2 for two-sided model needs to wait for RAN1 further progress on collaboration level and two-sided AI model discussion.
Proposal 5: RAN2 can start the initial discussion for CSI feedback enhancement use case focusing on the following LCM aspects:
· Data collection
· Model transfer
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
For positioning accuracy enhancement:
Proposal 6: Detailed RAN2 discussion on the AI/ML based positioning accuracy enhancement should be started after the sub use case(s) decided by RAN1.
Proposal 7: RAN2 study the AI/ML based positioning accuracy enhancement using the one-sided model as a simpler and start point.
Proposal 8: RAN2 could further study the AI/ML based positioning accuracy enhancement using the two-sided model.
Proposal 9: RAN2 only to discuss the specification impact on the collaboration level y and z.
Proposal 10: RAN2 can start the initial discussion for positioning accuracy enhancement use case based on the following LCM aspects:
· Data collection
· Model transfer
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
For beam management:
Proposal 11: RAN2 to start the discussion on BM based on the agreed two sub use cases:
· BM-Case1: Spatial-domain DL beam prediction;
· BM-Case2: Temporal DL beam prediction based on the historic measurement results.
Proposal 12: RAN2 can start study on BM from the following aspects:
· Potential configuration on UE reporting/measurement/triggering/assistance information for data collection/inference/model monitoring;
· Potential characteristics/impacts for model transfer if AI/ML model is transferred within 3GPP.
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