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In RAN#94e meeting, a new study on artificial intelligence/machine learning for NR air interface was approved [1]. The study will explore the benefits of using AI/ML techniques compared with traditional methods over the air interface level for a few carefully selected use cases in terms of enhanced performance and/or reduced complexity/overhead and assess the potential specification impact to enable AI/ML based algorithms for the air interface.
[bookmark: _Hlk110588814]Based on current RAN1 progress and agreements/working assumptions/conclusion achieved in the previous meeting, we think RAN2 can initiate the discussion on some aspects including model transfer, model format as well as support of mobility.  Other aspects may still need to wait for more RAN1 progress and inputs. 
RAN1/RAN2 Work Split 
RAN2 related work for AI/ML over air interface is stated in the SI as below:
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 



In RAN1#109e meeting, RAN1 draw the conclusion that RAN1 discussion should focus on network-UE interaction.  AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Generally, RAN1 and RAN2 should avoid duplicated discussion and contradictive conclusions, especially for the discussion on the general aspects of the AI/ML framework. Proper RAN1/RAN2 work split is important and constructive to progress the SI. RAN1 should identify the network-UE interaction for each use case and generalize the different network-UE interactions into different collaboration levels. RAN2 discussion should focus on how to realize those network-UE interactions through procedures and signaling over protocol stacks. 
Proposal 1: RAN2 should avoid duplicated discussion and contradictive conclusion from RAN1 by proper work split.
Proposal 2: RAN2 discussion should focus on how to realize network-UE interaction with procedures and signaling over protocol stacks. 
Background
1.1 Terminologies
For the SID, one objective is to identify common notation and terminology for AI/ML related functions, procedures and interfaces. RAN1 has spent lots of time on the terminologies and definitions for AI/ML over air interface. A list of terminologies is used by RAN1 for SI discussion, which is provided in the annex. The description of the terminologies may be further refined, and new terminologies may be added as the study progresses. It is FFS which subset of terminologies to capture into the TR. The most controversial terminologies are online training and offline training. It is encouraged for the 3GPP discussion to proceed without waiting for online/offline training terminologies. 
It’s important that different WGs have the same understanding and definition for the same terminologies. Generally, RAN2 should follow the working assumption for the list of terminologies and definitions agreed by RAN1 and also use them for RAN2 discussion. But RAN2 can still discuss the terminologies and/or definitions, when necessary, e.g., RAN2 has concerns or different understanding, and update the terminologies and/or definitions to RAN1. 
Proposal 3: RAN2 should follow the working assumption made by RAN1 for terminologies and definitions and be kept updated as RAN1 study progress. RAN2 can discuss the terminologies and definitions when necessary and inform RAN1 the update. 
1.2 Life Cycle Management
In RAN1#110e meeting, RAN1 agreed to study the following aspects for life cycle management (LCM). 
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· UE capability and [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability



Based on the agreements, it is expected that certain aspects need to be discussed in RAN2. For example, UE need to report its AI/ML capability to the network. Then the network can configure the AI/ML model(s) according to UE capability for certain use case. If multiple AI/ML models are configured for a UE, model selection, activation, deactivation, and fallback to non-AI operation can be triggered in cooperation with the model monitoring procedure. 
The definition and description for many terms are still absent, implying that further RAN1 discussions are needed. From RAN2 perspective, we may start from the following aspects:
· Model transfer
· Model description
· Support of AI/ML model change during mobility
Detailed discussions will be provided in Section 4 of this contribution
Proposal 4: Except model transfer, RAN2 should wait for more RAN1 inputs for LCM discussion.
For AI/ML operation, UE needs to report its capability specific to AI/ML, e.g., the computation complexity supported in terms of FLOPs, and the supported model size. What kind of UE capability needs to be reported to support AI/ML should be discussed in RAN1, while RAN2 only provides signaling to support UE capability reporting, which is not needed to be discussed in SI phase. 
Proposal 5: RAN2 starts to discuss UE capability for AI/ML over air interface in WI phase. 
1.3 Functional Framework
The functional framework for RAN intelligence is illustrated in Fig 1 [2]. The framework is defined from function point of view, which considers the necessary functions to enable AI in RAN including data collection, model training, model inference and actor as well as the required flows among those functions. 
For AI/ML over air interface, it is also desired that a common functional framework can be abstracted from the AI/ML operation for different use cases. The functional framework defined for RAN intelligence provides a good reference but can’t be reused directly. The functional framework needs to accommodate the necessary functions and procedures required for LCM. When abstract general functional framework, the locations of those functions also need to be considered. The location of those functions and the interaction among different functions implies which signaling/information is required to be exchanged over which interface. RAN2 should discuss the functional framework after there is sufficient progress on LCM and gNB-UE interactions for each use case. 
Proposal 6: RAN2 discuss the functional framework after there is sufficient progress in RAN1 on LCM and gNB-UE interactions for each use case. 


Figure 1. Functional Framework for RAN Intelligence [2]
Discussion
1.4 Model Transfer
In RAN1#109e meeting, different categorization methods to define the collaboration between UE and gNB were discussed and one categorization way from signaling aspect is agreed to define network-UE collaboration levels. 
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


It can be observed that the main difference between Level y and Level z is whether model transfer is involved. According to RAN1’s description, model transfer is described as delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Model transfer includes both model download (model transfer from network side to UE side) and model upload (model transfer from UE side to network side). Considering that the model training is a computation and power consumed process, and usually takes relatively longer time, it should be noted that the AI/ML model may not be trained, generated and stored at the UE device considering the capacity/computation/complexity restriction of the device. It’s possible that the AI/ML models are trained at elsewhere, e.g., servers owned by the UE vendors or chipset vendors and deployed to the UE device then. 
Observation 1: Model transfer is the delivery of an AI/ML model over the air interface, which includes model download from network side to UE side and model upload from UE side to network side. 
In RAN1#110e meeting, there was no further progress on the collaboration level discussion. Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
For the collaboration level discussion, RAN1 should discuss what each collaboration level exactly means and define clear boundaries for level x/y and level y/z. RAN2 can discuss where the AI/ML models are stored and how to transfer the AI/ML model to the peer entity over the air interface.  
Where the AI/ML models are stored determines through which tunnel (CP or UP) the AI/ML model should be transferred. There are three options to transfer the AI/ML model to the peer entity, just as illustrated in Table 1. The options listed below consider both model download and model upload, which corresponds to model delivery over the air interface in downlink and uplink respectively. 
· Option 1: AI/ML model stored in RAN and transferred through RRC
· Option 2: AI/ML model stored in CN and transferred through NAS signaling
· Option 3: AI/ML model stored in OTT server and transferred through UP traffic
Table 1 Different options to support model transfer over air interface
	Opt
	Model Download
	Model Upload
	Protocols to support model transfer

	Opt.1
	RAN node
Model Download

	RAN node
Model Upload

	[image: ]

	Opt. 2
	RAN node
CN
Model Download

	RAN node
CN
Model Upload

	[image: ]

	Opt. 3
	RAN node
CN
OTT server
Model Download or model upload

	


Option 1: AI/ML model stored in RAN and transferred through RRC message
In this option, if the AI/ML model is stored at gNB, the AI/ML mode is downloaded through DL RRC messages. If the AI/ML model is stored at the UE side, the AI/ML model is uploaded through UL RRC message. 
For AI/ML model over air interface, it is desired that model management including model configuration, model activation/deactivation and fallback to conventional non-AI operation can be controlled in RAN with UE-gNB interactions, so that the AI/ML model can be controlled with low latency in a real-time or near-real-time manner. AI/ML model transfer through RRC has lower latency than other options. Model transfer through RRC is more adaptive to model update, if the model needs to be retrained or finetuned due to environment change or channel variation. The only concern for option is that the RRC message size is restricted. Transferring AI/ML model of large size through RRC messages may be problematic. The AI/ML model may need to be transmitted through multiple RRC messages or one RRC message to be segmented into multiple parts, which in turn increase the latency for model transfer. RAN2 need RAN1 inputs on the model size to evaluation the different options. 
Observation 2: AI/ML model transfer through RRC message has lower latency and is more adaptive to model update. The complexity and latency for model transfer increase as the AI/ML model size is large. 
Option 2: AI/ML model stored in CN and transferred through NAS signaling
In this option, if the AI/ML model is stored at CN, the AI/ML mode is downloaded through DL NAS messages. If the AI/ML model is stored at the UE side, the AI/ML model is uploaded through UL NAS message. 
Option2 has longer latency for model transfer compared to option 1. Since the NAS message is finally contained in the RRC message, it also has the problem of message size restriction. Furthermore, the interaction between gNB and CN may also be required for model transfer. Option 2 requires the involvement of CT1 and RAN3. However, Rel-18 AI/ML SI is not intended to involve those two WGs. This option can be considered only when the benefit is fully justified. 
Observation 3: AI/ML model transfer through NAS message has longer latency, is not able to transfer AI/ML model of large size. It requires the involvement of CT1 and RAN3, which is not intended for Rel-18 AI/ML SI. 
Option 3: AI/ML model stored in OTT server and transferred through UP traffic
In this option, the AI/ML model is stored at the OTT server and is transferred through UP traffic. Option 3 has the longest latency for model transfer, because UE always needs to setup the RRC connection and DRB first and then starts model transfer. However, it’s unclear how gNB performs model monitoring and model management, since the AI/ML model is not directly visible to gNB. In current protocol stack that gNB only provides transmission for the UP traffics but doesn’t interpret what kind of traffic or information the UP traffic is taking.   In this option, if model configuration and model management are necessary for LCM, it requires that the gNB knows when and which AI/ML model is transferred over UP traffic for the UE. Different from option 1 and option 2, option 3 is able to transfer AI/ML model of large size without size restriction. 
Observation 4: AI/ML model transfer through UP traffic has long latency but is able to transfer AI/ML model of large size.  It requires gNB to interpret when and which AI/ML model is transferred over the UP traffic. 
Proposal 7: RAN2 study how to transfer AI/ML model over air interface with the following options:
· Option1: model transfer through RRC messages
· Option2: model transfer through NAS messages
· Option3: model transfer through UP traffics
1.5 Model Format and Description
When the AI/ML is transferred between the network and UE, one important issue is in what kind of format and with what kind of description/information the model is transferred. Two approaches for model formats are mentioned in RAN1 discussion. One type of format/content for model transferred is runtime image, i.e., one entity transfers the AI/ML model runtime image directly to the other entity. The other type of format/content is the existing format such as ONNX or a new format specified by 3GPP. 
· [bookmark: OLE_LINK100]Approach 1: Runtime image.
· Approach 2: Specific format, either existing format or a new format specified by 3GPP.
The AI/ML runtime image can be considered as an executable file for the receiving entity, which doesn’t need to understand exactly the AI/ML structure and parameters. It reserves the privacy and proprietary of the AI/ML model, which is intended to be implementation-specific without standardization. Therefore, it’s also possible to transfer the AI/ML model without specified format.  
One issue to transfer AI/ML model through runtime image is that the overall size of the runtime image is large. If the AI/ML model is transferred through RRC or NAS messages, it’s very likely that the runtime image is packed in a container. If the model is updated or finetuned, it’s impossible to support delta configuration to reduce the signaling overhead. 
Another issue is whether the AI/ML model image developed and tested in one platform is executable in another platform, considering the non-compatibility of the hardware, software as well as firmware between the different platforms. How to guarantee the compatibility and executability of the AI/ML model runtime image among different platforms is a practical issue to consider, especially in the multi-vender environment. 
Observation 5: AI/ML model transfer in the format of runtime image has large size and is unable to support delta configuration if the model is updated or finetuned. 
Observation 6: One practical issue for AI/ML model transfer in the format of runtime image is how to guarantee the compatibility and executability of the AI/ML model among platforms of different vendors. 
If the AI/ML model format is a new format specified by 3GPP, the issues mentioned for AI/ML model runtime image can be avoided. However, one critical issue is that the AI/ML model format needs to be specified. Even if the existing format is used, 3GPP also needs to translate such format and make it explainable and configurable from specification point of view.  Based on the standardized format, model update can be supported by delta configuration.
If the AI/ML model is format is described in a generic way and specified in 3GPP, 
Observation 7: AI/ML model format specified in 3GPP can make model transfer more efficiently and facilitate the model management at the gNB side.  But it requires more standardization effort to specify the AI/ML model format. 
Proposal 8: RAN2 study in what kind of format the AI/ML model is transferred:
· Approach 1: Runtime image.
· Approach 2: Specific format specified by 3GPP.
1.6 Support of AI/ML model Change during Mobility
From RAN2 aspect, one valid question is whether to support mobility for AI/ML operation over air interface. If mobility is not supported for AI/ML over air interface, the AI/ML operation may be disabled before handover is about the happen and then enabled after handover to the target gNB is completed. Model transfer may be always needed when the serving gNB for the UE is changed. Considering the AI/ML model size, it is obvious that model transfer over air interface upon each handover results in large amount of signaling overhead and consumes much system capacity. The mechanism to enable AI/ML model change/reconfiguration during UE mobility is desired. 
There are basically two scenarios to considered:
1. UE moves from one cell to another cell without AI/ML model change
2. UE moves from one cell to another cell with AI/ML model change
In the first case, the same AI/ML model is used in both the source gNB and the target gNB. There are two ways to make the AI/ML model continue to be used in the target gNB. One way is that UE uploads or downloads the AI/ML model whenever the anchor gNB or CN is changed.  The other way is that the source gNB forwards the AI/ML model to the target gNB when handover happens. 
In the second case, different AI/ML models are used in the source gNB and the target gNB. There are generally two ways to change the AI/ML model. One way is that UE uploads or downloads the new AI/ML model when handover to the target gNB happens, just like full configuration. The other way is that only partial or some parameters of the AI/ML model is changed, using delta configuration. 
Proposal 9: RAN2 discuss the mechanism to support AI/ML change during UE mobility. 
Support of AI/ML model change during mobility also needs to consider the model transfer options and the model format.  Model transfer through RRC message is compatible with current handover mechanism and easier to support AI/ML change during UE mobility. Model transfer through NAS message is also possible to support AI/ML change during UE mobility. However, if the AI/ML model is transferred through UP traffics, it is impossible to support AI/ML model change during UE mobility with current handover mechanism. If the AI/ML model is transferred in the format of runtime image, it is hard to support delta configuration. It’s also a big burden over the Xn interface if the model is transferred from one gNB to another.  If the AI/ML model is transferred in the format specified by 3GPP, model change during mobility can be supported in an much more signaling-efficient way. 
1.7 Analysis 
The comparison of the different methods for model transfer and model format is illustrated in Table 2. 
Table 2 Analysis summary for different options
	Model Transfer
	Model size restriction
	Model management over RAN
	Support of Model change during mobility

	Option1: RRC message
	Yes
	Supported with low latency
	More compatible with current mobility procedure

	Option 2: NAS signaling
	Yes
	Possible to be supported, interaction between CN and RAN required, longer latency
	Support of mobility with RAN and CN interaction

	Option3: UP traffic
	No
	Not supported with current mechanism.
The UP process for model transfer is different from conventional ways. UE /gNB needs to parse the UP packets, be aware that it’s for AI/ML model deliver and apply the model.
	Not compatible to current mobility procedure


	Model description 
	Model size
	Standardization effort
	Concerns on compatibility and executability among different platforms
	Support of Model change during mobility

	Runtime image
	large
	low
	Yes
	Model transfer is always needed; No support of delta configuration

	Specific fomrat
	small
	high
	No
	Can support delta configuration



Conclusion
Observations: 
Observation 1: Model transfer is the delivery of an AI/ML model over the air interface, which includes model download from network side to UE side and model upload from UE side to network side. 
Observation 2: AI/ML model transfer through RRC message has lower latency and is more adaptive to model update. The complexity and latency for model transfer increase as the AI/ML model size is large. 
Observation 3: AI/ML model transfer through NAS message has longer latency, is not able to transfer AI/ML model of large size. It requires the involvement of CT1 and RAN3, which is not intended for Rel-18 AI/ML SI. 
Observation 4: AI/ML model transfer through UP traffic has long latency but is able to transfer AI/ML model of large size.  It requires gNB to interpret when and which AI/ML model is transferred over the UP traffic. 
Observation 5: AI/ML model transfer in the format of runtime image has large size and is unable to support delta configuration if the model is updated or finetuned. 
Observation 6: One practical issue for AI/ML model transfer in the format of runtime image is how to guarantee the compatibility and executability of the AI/ML model among platforms of different vendors. 
Observation 7: AI/ML model format specified in 3GPP can make model transfer more efficiently and facilitate the model management at the gNB side.  But it requires more standardization effort to specify the AI/ML model format. 
Proposals: 
Proposal 1: RAN2 should avoid duplicated discussion and contradictive conclusion from RAN1 by proper work split.
Proposal 2: RAN2 discussion should focus on how to realize network-UE interaction with procedures and signaling over protocol stacks. 
Proposal 3: RAN2 should follow the working assumption made by RAN1 for terminologies and definitions and be kept updated as RAN1 study progress. RAN2 can discuss the terminologies and definitions when necessary and inform RAN1 the update. 
Proposal 4: Except model transfer, RAN2 should wait for more RAN1 inputs for LCM discussion.
Proposal 5: RAN2 starts to discuss UE capability for AI/ML over air interface in WI phase. 
Proposal 6: RAN2 discuss the functional framework after there is sufficient progress in RAN1 on LCM and gNB-UE interactions for each use case. 
Proposal 7: RAN2 study how to transfer AI/ML model over air interface with the following options:
· Option1: model transfer through RRC messages
· Option2: model transfer through NAS messages
· Option3: model transfer through UP traffics
Proposal 8: RAN2 study in what kind of format the AI/ML model is transferred:
· Approach 1: Runtime image.
· Approach 2: Specific format specified by 3GPP.
Proposal 9: RAN2 discuss the mechanism to support AI/ML change during UE mobility. 
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Annex
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.
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