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1	Introduction
[bookmark: _Ref178064866]In RAN plenary 94-e [1], a new SI for Rel-18 on extended reality (XR) was agreed, with objectives covering 1) XR-awareness in RAN, 2) XR-specific power saving, and 3) XR-specific capacity improvements. 
In this contribution, we discuss possible study topics related to the third area, following the objectives in [1]:
“Objectives on XR-specific capacity improvements (RAN1, RAN2): 
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms: 
· SPS and CG enhancements;
· Dynamic scheduling / grant enhancements.”
2	Discussion
2.1	Overview on XR traffic and transmission schemes
XR services include downlink (DL) and uplink (UL) traffic flows, e.g., DL video and UL scene application packets (also referred to as video/scene frames), DL audio application packets, and UL pose/control application packets. As described in [2], these flows have different characteristics (e.g., bit rate and periodicity) and requirements in terms of (application) packet delay budget (PDB). DL video and UL scene traffic are considered periodic and have large-sized application packets, with size variability at the presence of jitter (particularly in DL due to varying frame encoding delay and network transfer time). UL pose/control traffic is also assumed periodic but with fixed small-sized application packets and no jitter.
Application information on traffic characteristics and requirements can assist the RAN to handle different XR flows according to the committed Quality of Service (QoS), such as knowing which IP packets belong to the same application packet and the periodicity of the traffic flows [3].
[bookmark: _Toc109822575][bookmark: _Toc111018990]XR-awareness at RAN is needed for more efficient scheduling and radio resource management.
Regarding the transmission schemes, two general categories are considered, namely, Dynamic scheduling transmissions, and Configured scheduling, UL Configured Grant (CG) and DL Semi-Persistent Scheduling (SPS), transmissions.
Dynamic scheduling-based transmissions enable the gNB to provide variable transmission/reception parameters and resources to the User Equipment (UE), depending on system conditions and traffic characteristics. Hence, Dynamic scheduling enables full scheduling flexibility but may come with the cost of control signalling overhead (e.g., Scheduling Request (SR), Buffer State Report (BSR), and Downlink Control Information (DCI) messages).
CG/SPS-based transmissions enable the gNB to semi-statically provide transmission/reception parameters and resources to the UE (e.g., Modulation and Coding Scheme (MCS) and Physical Resource Blocks (PRBs)), to be used periodically when traffic is present. Hence, CG/SPS lead to low control signalling overhead but may come with the cost of low scheduling flexibility and may waste network resources.
Considering the above discussion, we believe that the analysis on the use and enhancement of Dynamic scheduling and CG/SPS schemes for XR services should be carried out under the assumption of XR-awareness at RAN. Indeed, the knowledge of traffic characteristics and requirements makes it possible to use and enhance the above transmission schemes towards better serving XR applications. Moreover, when it comes to enhancements, it is also key to consider the trade-off between the benefits these enhancements may lead to for XR services and the complexity of introducing them in the existing frameworks, as also discussed during RAN1#109e meeting [4]. 
We further detail the above discussion in the following dedicated sections, where we analyse and provide our views and proposals on possible enhancements for XR capacity possibly having RAN2 impact. 
2.2	CG/SPS Enhancements
A majority of XR traffic is periodic, and therefore periodic allocations may appear as useful solutions to handle that periodicity. However, due to the large sizes and variation in size of many of the XR packet types, e.g. video, the spectral efficiency may become poor given the periodic allocations are semi-static, e.g., configured with fixed MCS or occasion sizes, which is not well equipped to handle the dynamicity of such XR packets. On the other hand, Dynamic scheduling-based allocations are extremely efficient to handle such dynamicity. Further, assuming XR awareness (as is the case also with Configured scheduling), pre-scheduling (providing grants when data is expected) can be performed to mitigate the latency loss of the scheduling loop. The intended benefits of configured scheduling may instead be in reduction of PDCCH monitoring as the allocations are pre-configured and this could potentially save power.
In [5] comparisons between CG and Dynamic scheduling (Dynamic Grant, DG) schemes for XR video traffic show that there is a clear discrepancy in performance between Dynamic and Configured scheduling, where the Configured scheduling is found to be struggling to keep the same capacity as Dynamic scheduling and in some cases (e.g. 15 ms PDB) performing much worse. It is also observed that enhancements such as adding dynamicity to CG/SPS will require additional signalling, to alter the CG/SPS configurations, which will make these solutions tread towards the already existing Dynamic scheduling and removing the intended benefits of the schemes in the first place, i.e. no reduced control signalling and power saving compared to Dynamic scheduling, while this will inevitable also introduce complexity to the solutions. Furthermore it is observed that for other XR traffic flows, e.g. pose and audio, with fixed packet sizes, already existing framework for CG/SPS are sufficiently able to handle this traffic as the scheme was created to target those traffic characteristics.
With these considerations in mind it is proposed that the focus in RAN2 is on the Dynamic scheduling enhancements.
[bookmark: _Toc111018991]Dynamic scheduling is a suitable transmission scheme to deal with varying and large-sized application packets and possible jitter for DL video and UL scene traffic.
[bookmark: _Toc111018992]Configured scheduling (CG/SPS) is already working and suitable transmission schemes for predictable and fixed small-sized packets, e.g., pose/control.
[bookmark: _Toc111018995]RAN2 to focus on dynamic scheduling enhancements in Rel18 XR SI and WI.
[bookmark: _Toc111018996]Do not pursue configured scheduling enhancements, such as dynamic adaptation of CG/SPS, in RAN2.

2.3	Dynamic scheduling/grant enhancements
Identified improvement areas for XR with RAN2 impact includes Buffer Status Reports and application packet dropping.
2.3.1	Buffer Status Report 
One of the key elements for optimal Dynamic scheduling operation, is the buffer status report from the UE. The more accurate the report is, the more efficiently resources can be used which results in lower queueing delays and higher XR capacities, furthermore with lower number of padding bits there is less energy is wasted in the UE and lower interference is created in the network.
BSR comprises of an integer value associated, an index, which indicates that the buffer for the indicated LCG is within a certain range. Hence, due to the nature of BSR, there is always a quantization error. Currently, MAC specifications define two tables which are used by the UE when the buffer index is selected. One table associated to or used when the short BSR is triggered, and a second table is associated or used when the long BSR is triggered. In both tables, the larger the index is, the larger the buffer status range becomes. In other words, the higher the index is, the larger the quantification error becomes.
The main explanation for this behaviour is that the main service over the years have been eMBB which results in relatively small packet sizes at the UE. It is easily observed that small buffer status indexes represent a small buffer range which also minimizes the quantification error. XR services are often characterized by the transmission of video images which are typically large and need to be transmitted fast. Thus, it is very likely that when a UE is running XR services, the buffer status report index utilized will fall on the highest end of the table resulting in large quantification errors. This error may be translated into the need of more transmissions and, therefore, increasing the latency and in turn lower the capacity but also creating more interference. This will also affect the UE power consumption as it will be more time active or will need to use more energy to send e.g. padding bits.
It is, therefore, essential for the scheduler to get more accurate buffer status information. Figure 1 illustrates simulation results which demonstrates a capacity improvement by more than 10% when using a finer BSR granularity. The role of the scheduler is non-negligible and, thus, a more intelligent scheduler may be able to utilize the detailed information better and achieve larger gains.
[image: ]
[bookmark: _Ref111018961]Figure 1. Capacity improvement when a finer BSR granularity is used by a Round Robin (RR) scheduler.

The simplest scheme would be to add new tables in which large buffer sizes are divided into small steps. However, XR applications and their traffic are intrinsically different to each other and various XR services will evolve differently over time. Thus, it would be more effective to introduce a mechanism in which tables are created addressing the needs of the specific service. For example, the network can provide, for example, a minimum value, a maximum value, and the number of steps. 
[bookmark: _Toc110004728][bookmark: _Toc111018997]RAN2 to introduce mechanisms for improving BSR granularity by e.g. creating dynamic tables for both short and long BSR.

In addition to buffer size, there can be another information incorporated in BSR that can be used to improve handling of XR users. Figure 2 shows an example of including delay information, e.g., the time left until exceeding the PDB for the application packets in the UE buffer, in the BSR and using it in a delay-aware scheduling algorithm (Least Slack Time) to better prioritize users in most urgent need, providing them resources to meet their PDB. In this way, network resources can be used more effectively with a 10% gain in XR capacity.
[image: ]
[bookmark: _Ref111019127]Figure 2. Capacity improvement when delay information is included in BSR and used by a Least Slack Time scheduler.

Therefore, we propose to consider the following enhancements for BSR:
[bookmark: _Toc109822593][bookmark: _Toc111018998]RAN2 to enhance BSR to include delay information.

2.3.4	Efficient XR application packet dropping
It is expected that for many XR services, only the application packets that meet the PDB are of value for the service and thus the data delivered for an application packet later than required is wasting network resources. Hence, it could instead be beneficial to use those resources for serving other users in the network. It could be argued that current PDCP protocol already has a mechanism to drop PDCP SDUs/PDUs. However, this mechanism and the dropping decision is based on individual PDCP SDUs/PDUs and, therefore, the gain is residual. Another solution is to drop an application packet before starting to transmit it if it is estimated that such application packet will not meet the PDB. In other words, all PDCP SDUs/PDUs associated to an application packet are dropped if it is estimated that such application packet will not meet the agreed QoS e.g. PDB. Users which do not meet the QoS e.g. PDB, will likely count negatively in the KPI; thus, delivering their packets later on will not increase the KPI. On the other hand, delivering those late packets will result in that capacity will decrease. That means that, not only those users whose packets were late will experience bad performance, more users will get their packets late leading to more unsatisfied users and even lower KPI.
[bookmark: _Hlt111019011]Figure 3 shows a comparison between legacy PDCP dropping solution and a pre-emptive application packet dropping approach. Using pre-emptive application packet dropping, a capacity increase of more than 10% can be achieved and more users can meet their service requirements when there is less wasting of resources for transmitting the application packets of the already unhappy users with a large portion of late packets.
[image: ]
[bookmark: _Ref101890440]Figure 3. Capacity improvement when an application packet dropping mechanism is used. The solution is compared against the legacy packet discard mechanism at PDCP layer. Application packet is referred to as application data unit (ADU) in this figure.

[bookmark: _Toc102152246][bookmark: _Toc110430831][bookmark: _Toc111018993]If late application packets are not of value for an XR service, solutions dropping application packets that are expected to be late will allow for increased XR capacity.
[bookmark: _Toc111018994]Capacity can be increased by pre-emptively dropping of application packets (ADUs/PDU sets) which are not expected to meet PDB requirement.

Therefore, we propose to consider the following enhancements for improving XR capacity:
[bookmark: _Toc110004732][bookmark: _Toc111018999]RAN2 to introduce mechanisms to drop application packet.

[bookmark: _Toc70424553][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	XR-awareness at RAN is needed for more efficient scheduling and radio resource management.
Observation 2	Dynamic scheduling is a suitable transmission scheme to deal with varying and large-sized application packets and possible jitter for DL video and UL scene traffic.
Observation 3	Configured scheduling (CG/SPS) is already working and suitable transmission schemes for predictable and fixed small-sized packets, e.g., pose/control.
Observation 4	If late application packets are not of value for an XR service, solutions dropping application packets that are expected to be late will allow for increased XR capacity.
Observation 5	Capacity can be increased by pre-emptively dropping of application packets (ADUs/PDU sets) which are not expected to meet PDB requirement.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to focus on dynamic scheduling enhancements in Rel18 XR SI and WI.
Proposal 2	Do not pursue configured scheduling enhancements, such as dynamic adaptation of CG/SPS, in RAN2.
Proposal 3	RAN2 to introduce mechanisms for improving BSR granularity by e.g. creating dynamic tables for both short and long BSR.
Proposal 4	RAN2 to enhance BSR to include delay information.
Proposal 5	RAN2 to introduce mechanisms to drop application packet.

4	References
[bookmark: _Ref54269807][bookmark: _Ref61510381]RP-213587, Study on XR Enhancements for NR, Nokia, RAN#94e, December 2021.
[bookmark: _Ref109918338]3GPP TSG RAN, “Study on XR (Extended Reality) Evaluations for NR (Release 17)”, TR 38.838 V1.0.1
[bookmark: _Ref101519775]R1- 2203640, Discussion on XR-Awareness, Ericsson, RAN1#109-e, May 2022.
[bookmark: _Ref109396532][bookmark: _Ref109919950]3GPP TSG RAN WG1 #109-e RAN1 Chair’s Notes, May 9th – 20th, 2022. 
R1-2205917, Discussion on capacity enhancements for XR, RAN1#119-e, August 2022.


	4/4	
image1.png
Satisfied fraction of ues (avg)
o o o © o o o o
S0 w s oo @ N ®

o

Capacity UL Scene (99%-30ms)

—=—RR

~—RR Precise BSR

9 10 1" 12

Avg #ues percell





image2.emf
9  10 11 12

Avg #ues per cell

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S

a

t

i

s

f

i

e

d

 

f

r

a

c

t

i

o

n

 

o

f

 

u

e

s

 

(

a

v

g

)

Capacity UL Scene (99%-30ms)

PF

Least Slack Time


image3.png
o o
N

o
>

Satisfied fraction of ues (avg)
© o © o o
SN w s oo

)

Capacity AR/VR (99%-10ms)

—— Legacy Pdcp packet discard
——— ADU dropping

9 10 " 12 13 14 15
Avg#UEs percell





