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[bookmark: _Ref178064866]Introduction
According to the SID agreed in RANP#95e, the objectives for the XR capacity enhancement is as follows [1]:
	Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements.


In this contribution, we show our initial views on capacity enhancement for XR traffic.
[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
Aspects on Jitter handling
According to the TR 38.838[2], XR video traffic is generated periodically in general and random jitter could be occurred on top of the periodic arrivals of packets due to frame rendering, frame encoding, and/or network transfer delay. In our view, frame rendering and frame encoding are related to a video Codec and may generate a little jitter, but this would be negligible jitter and not that much serious. However, network transfer delay is different and each packet would experience different delay depending on traffic load and situation over the path which can cause large variation of jitter, e.g., jitter could be the range of [-4, 4] ms (or [-5, 5] ms in some cases. Thus, we think that random jitter caused by network transfer delay can be an obstacle and should be handled well to provide smooth XR service.
Observation 1. Main factor generating random jitter of XR traffic is network transfer delay and random jitter caused by a video Codec would be negligible.

With the observation 1, we can separately consider and analyse UL traffic and DL traffic for further discussion. For UL traffic, there is no network transfer delay between the UE and gNB and only jitter caused by application or video Codec, e.g., frame rendering and frame encoding, can be considered. However, as explained above, random jitter caused by a video Codec should be negligible and we actually doubt whether any enhancement for UL traffic with jitter is needed or not.
Observation 2. Enhancement for handling UL traffic with jitter may not be needed. 

For DL traffic, on the other hand, XR traffic should be transferred from XR traffic source, e.g., XR service server, to gNB and there may be large random jitter between gNB and XR traffic source. Thus, random jitter should be properly handled at least for DL traffic. In order to ensure the transmission of XR traffic with the random jitter, network would configure multiple SPS configurations (potentially with different start offsets). Considering the RAN1 analysis [2], i.e., random jitter could be the range of [-4, 4] ms (or [-5, 5] ms in some cases), the required number of SPS configuration may be larger than multiple SPS allowed in the current specification and many more SPS may be active simultaneously to cover random jitter for one traffic. This means that the UE should monitor many more SPS occasions than before, which leads to high UE power consumption. In addition, even if multiple SPS is configured to cover random jitter, the UE may not use all SPS occasions by multiple SPS configurations and this causes unnecessary PDSCH monitoring leading to unnecessary power consumption. Given that power saving is one of main objective for XR, i.e., Objectives on XR-specific Power Saving (RAN1, RAN2), we think that although multiple SPS configurations are configured to cover random jitter, this unnecessary PDSCH monitoring and power consumption should be removed. Therefore, RAN2 should study how to adaptively monitor multiple SPS occasions for jitter handling.
Observation 3. Random jitter for DL traffic is more serious than UL traffic and enhancement for DL traffic with jitter is needed.
Proposal 1. RAN2 should study enhancements to monitor multiple SPS adaptively for jitter handling.

Aspects on supporting multiple flows
In TR38.838, XR traffic may include different type of streams (e.g., pose/control, scene, video, audio, and other data), which have different QoS requirements. For example, while the video/audio traffic may be generated in 60 fps (1 packet with 16.66ms periodicity), the pose/control data can be generated for each 4 ms. In addition, since each of type of steam may have different PDB, each stream should be handled differently.
	[bookmark: _Toc83729061][bookmark: _Toc85778427][bookmark: _Toc90373839][bookmark: _Toc90374007][bookmark: _Toc90374088][bookmark: _Toc92217056]5.5	AR traffic model
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The AR DL stream(s) has/have the same models as VR DL stream model given in clause 5.3.1.
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In this clause, we provide four different options for AR UL traffic model. Given that AR has multiple streams in UL, one can choose a model from various options depending on what/how to model the streams. Four options are as follows.
-	Model 1: one stream model
-	Model 2: Two streams model
-	Model 3A: Three streams model A
-	Model 3B: Three streams model B
The detail of each model is given in following clauses.

[bookmark: _Toc83729066][bookmark: _Toc90374012][bookmark: _Toc90374093][bookmark: _Toc92217061]5.5.2.3	Model 3A (three streams model A)
In Model 3A, three steams are considered.
-	Stream 1: pose/control
-	Traffic model/requirement for stream 1 follows clause 5.2.
-	Stream 2: A stream aggregating streams of scene and video 
-	Follows the statistical parameters shown in Table 5.5-1.
-	Stream 3: A stream aggregating streams of audio and data
Table 5.5.2.3-1: Statistical parameters for stream 3 of AR UL Model 3A (three streams model)
	Parameters
	unit
	value

	Data rate: R
	Mbps
	0.756, 1.12

	Periodicity: P 
	ms
	10

	Packet size
	byte
	mean packet size = R×1e6 × P/1000 / 8

	PDB
	ms
	30






In current RAN2 specification, in order to support the multiple traffic flows with different periodicity, the multiple CG configuration is supported. Specifically, the multiple CGs can be configured or released by the RRC signalling for Type 1 Configured Grant operation. 
However, for activation of SPS/type 2 CG, only one SPS/CG can be activated by L1 signalling and confirmed. That is, if the multiple SPS/CG configurations are needed to be activated, multiple signal exchanges are required, causing a huge latency. Considering the XR traffic characteristics with multiple streams, it is possible that multiple flows can be occurred simultaneously, or the traffic pattern can be changed for multiple flows. Thus, the simultaneous activation or deactivation of multiple SPS/type 2 CGs should be studied in order to efficiently activate or deactivate multiple SPS/CG configurations.
Proposal 2. RAN2 should study a mechanism to activate/deactivate multiple SPS/CGs efficiently.

Aspects on Latency enhancement
	[bookmark: _GoBack]Referring from the justification in XR SID:
Many of the XR and CG use cases are characterised by quasi-periodic traffic (with possible jitter) with high data rate in DL (i.e., video steam) combined with the frequent UL (i.e., pose/control update) and/or UL video stream. Both DL and UL traffic are also characterized by relatively strict packet delay budget (PDB). Hence, there is a need to study and potentially specify possible solutions to better support such challenging services.


As shown in the above box, given that typical UL traffic is pose/control update and video stream, one important characteristic of XR data should be in time delivery since even if the data is delivered to the destination, if UL data for pose/control/video stream is not arrived in time, XR service or display would be frozen and user experience would be terribly deteriorated. Thus, satisfying strict PDB requirement for XR service should be considered, i.e., XR data should be delivered before exceeding PDB requirement.
Observation 4. If UL data for pose/control/video stream is not arrived in time, XR service or display would be frozen and user experience would be terribly deteriorated.

In NR Rel-16, the intra-UE prioritization mechanism is introduced to support tighter latency and reliability. In the Rel-16 intra-UE prioritization, when the two UL grants are overlapped, the priority of each UL grant is determined by the highest priority among priorities of the logical channels that are multiplexed (i.e. the MAC PDU to transmit is already stored in the HARQ buffer) or have data available that can be multiplexed (i.e. the MAC PDU to transmit is not stored in the HARQ buffer) in the MAC PDU, i.e., logical channel priority is only considered to determine which UL grant is prioritized.
However, the Rel-16 intra-UE prioritization does not consider the remaining time of data, and may have trouble to satisfy strict PDB requirement for XR service because one UL grant which is used for data from the highest priority of logical channel may be always prioritized over any other UL grant. For example, when two UL grants are given for XR service and one of UL grants has the highest priority logical channel with the data having long remaining time till the PDB boundary but another UL grant has the relatively lower priority with the data having short remaining time till the PDB boundary, the Rel-16 intra-UE prioritization prioritizes the UL grant having data from the highest priority logical channel. However, from XR service perspective, another UL grant for data having short remaining time should be prioritized in this condition because the data in the highest priority logical channel has sufficient remaining time till the PDB boundary and it should be no problem to be even transmitted later due to sufficient remaining time of data. Thus, to support tight XR latency requirement, it may need to consider remaining time of data for intra-UE prioritization.
One more important point is that even if intra-UE prioritization can consider remaining time of data, the network still may have a problem to satisfy tight XR latency requirement because the current BSR only indicates the amount of data in each LCG and the network cannot know how many UL grant is needed to transmit all data having short remaining time in a UE, i.e., the network may need to know exact amount of data which has short remaining time to satisfy tight XR latency requirement. Therefore, remaining time of data can be considered to enhance intra-UE prioritization and BSR in order to ensure tight latency requirement of XR service. 
Observation 5. The current intra-UE prioritization only considers logical channel priority to determine priority of UL grant and may not be sufficient to support strict latency requirement of XR service.
Observation 6. The network may need to know exact amount of data which has short remaining time to provide smooth XR service.
[bookmark: _heading=h.2038tmdm5lb4]Proposal 3. RAN2 should consider enhancement on intra-UE prioritization and BSR based on remaining time of data for XR service. 

Aspect on possible enhancement on Dynamic grant
In a XR service scenario, it is possible or maybe usual that the UL XR traffic could be followed by the DL XR traffic. For example, when the pose/control UL data is expected after the specific scene of DL data, the transmission of UL data is roughly predicable. However, since the network does not know the exact time point when the UE produces the pose/control data, current CG mechanism may not be enough to serve the XR traffic in this case, e.g., for paired UL and DL traffics.
We also think that XR services can use a TCP protocol and TCP ACK packet can be another example of expecting UL data transmission is followed by the DL transmission. After the transmission of the DL packets, it is likely to expect to receive the corresponding UL data, e.g., TCP ACK/NACK, from the UE. Although the exact timing when the UE will transmit the TCP ACK is not known by the network, it can be roughly predictable when the UE will transmit the UL data corresponding to the DL data.
In the current dynamic grant operation, when there is no UL data is available at the time point of the beginning of the grant, the UL transmission would be skipped. Given that the exact time point when the UE generates the UL data cannot be expected, in order to support the roughly expected UL data without BSR operation, the network should allocate dynamic grants multiple times, i.e., using multiple PDCCH indications. It naturally increases signalling overhead and causes additional latencies.
Therefore, in order to ensure the latency when the UL data is roughly expected after the transmission of DL data as mentioned in the above cases, an enhancement of current dynamic grant operation is needed. 
Proposal 4. RAN2 should introduce an enhancement of dynamic grant operation in order to support UL data followed by DL data with low latency
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[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]In this contribution, we show our views on traffic awareness for XR traffic. The discussion includes following observations:
Observation 1. Main factor generating random jitter of XR traffic is network transfer delay and random jitter caused by a video Codec would be negligible.
Observation 2. Enhancement for handling UL traffic with jitter may not be needed. 
Observation 3. Random jitter for DL traffic is more serious than UL traffic and enhancement for DL traffic with jitter is needed.
Observation 4. If UL data for pose/control/video stream is not arrived in time, XR service or display would be frozen and user experience would be terribly deteriorated.
Observation 5. The current intra-UE prioritization only considers logical channel priority to determine priority of UL grant and may not be sufficient to support strict latency requirement of XR service.
Observation 6. The network may need to know exact amount of data which has short remaining time to provide smooth XR service.
Based on the observation, followings are proposed:
Proposal 1. RAN2 should study enhancements to monitor multiple SPS adaptively for jitter handling.
Proposal 2. RAN2 should study a mechanism to activate/deactivate multiple SPS/CGs efficiently.
Proposal 3. RAN2 should consider enhancement on intra-UE prioritization and BSR based on remaining time of data for XR service. 
Proposal 4. RAN2 should introduce an enhancement of dynamic grant operation in order to support UL data followed by DL data with low latency
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