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Introduction
In Rel-17 MBS broadcast can be received in all RRC states, while MBS multicast can only be received in RRC_CONNECTED. One of the main goals in Rel-18 is to improve the capacity based on Rel-17 MBS. 
In this contribution MBS multicast reception in RRC_INACTIVE, including RRC state transitions and mobility, is discussed further.
[bookmark: _Toc242573354]Background
The reader familiar with the RAN2 WID and SA2 SID can skip this chapter. 
Use cases
In the justification of the WID two reasons are provided to enable MBS multicast reception in RRC_INACTIVE [1]:
· Congestion
· UE power consumption
3	Justification
In Rel-17, RAN only specifies multicast for UEs in RRC_CONNECTED state, which may not fully fulfil the requirements of, e.g., Mission Critical Services, especially for cells with a large number of UEs according to TR 23.774. Also, to always keep UEs in RRC_CONNECTED state is not power efficient. It is ‎therefore important to support multicast for UEs in RRC_INACTIVE. 
Objectives
The following objectives for MBS multicast reception in RRC_INACTIVE are specified [1]: 
· Specify support of multicast reception by UEs in RRC_INACTIVE state [RAN2, RAN3]
· PTM configuration for UEs receiving multicast in RRC_INACTIVE state [RAN2]
· Study the impact of mobility and state transition for UEs receiving multicast in RRC_INACTIVE.  (Seamless/lossless mobility is not required) [RAN2, RAN3]
Note: collaboration with SA2 is expected in due course for the above objectives.

SA2 is also studying how to support large number of UEs for MBS multicast and how to enable MBS multicast reception in RRC_INACTIVE [4] (see WT#1 and WT#5): 
WT#1.	How to enable support for and enhancement related to end-to-end MBS traffic delivery for, including large number of UEs:
WT#1.1	Enabling UE's receiving Multicast MBS Session data in RRC states in RRC Inactive state;
NOTE 1: RRC Inactive state support requires collaboration with RAN WGs.
WT#5.	Study whether there are any identified performance issues for high number of public safety UEs, and if yes study necessary enhancements to 5MBS for that scenario.
WT#1: SA2 may study potential MBS assistance information from 5GC to RAN, and potential enhancements to mobility procedures when UE in RRC_INACTIVE is receiving MBS multicast. 
WT#5: SA2 may study which UEs are more eligible than others to be released to RRC_INACTIVE (or RRC_IDLE resulting in service denial), and how to avoid releasing a UE that is waiting for the floor, etc. 5GC may potentially provide assistance information to RAN for those use cases. SA6 may consider information about which members of a public safety group should not be released. 
SA2 has documented different solutions and will evaluate them in coming SA2 meetings [5]. 
MBS multicast reception in RRC_IDLE was also discussed in RAN#94e [6,7]. There was a large majority support to aim for a common design that supports both RRC_INACTIVE and RRC_IDLE (22 vs 4 companies), while this could be revisited if significant extra effort is identified to support RRC_IDLE:
· Specify support of multicast reception by UEs in RRC_INACTIVE and RRC_IDLE states [RAN2, RAN3]
· PTM configuration for UEs receiving multicast in RRC_INACTIVE and RRC_IDLE states [RAN2]
· Study this impact of mobility and state transition for UEs receiving multicast in RRC_INACTIVE and RRC_IDLE states [(Seamless/lossless mobility is not required)] [RAN2, RAN3]
undefined Note: At least RRC_INACTIVE is supported, and aim at a common design which is also applicable for RRC_IDLE. This can be revisited if significant extra effort is identified for supporting RRC_IDLE in a later stage.
However RRC_IDLE was excluded in the agreed WID [1].
Discussion
Comparison of the two use cases
Congestion
For Mission Critical Services and Public Safety there is a requirement to support a large number of UEs (see Key issue 3 in study on mission critical services in SA6 [2]). In case there is a (local) emergency the number of users in the cell can be very high, and it is critical to avoid service denial, i.e. connection setup is refused due to load control. 
For Mission Critical Push To Talk (MCPTT) it is specified that the end-to-end access time for a group call, including connection setup time, shall be less than 1 sec (see KPI 2 for MCPTT in clause 6.15.3.1 [3]). Concerning the required capacity (scalability) it is specified that the MCPTT service might support a minimum of 2000 MCPTT users per cell (see Annex C [3]). 
UE power consumption:
The UE power consumption when receiving MBS multicast data in downlink in RRC_CONNECTED is higher compared to RRC_INACTIVE due to uplink transmissions for HARQ and CSI/SRS reporting in RRC_CONNECTED. Furthermore, in many use cases a DRB is also configured, and then the unicast data transmissions in the uplink are the major part of the UE power consumption. 
Furthermore it is noted that in Rel-17 when the multicast session is Active and there is temporarily no more unicast nor multicast data, the multicast UE can be released to RRC_INACTIVE. The RAN triggers (group) paging when there is more unicast/multicast data. When the multicast session is deactivated by the CN, then there is no multicast data until the CN activates the session again. In such case the gNB can release the multicast UE to RRC_INACTIVE or RRC_IDLE. The CN performs CM_IDLE paging when the session is activated again for any multicast UE in RRC_IDLE. So when there is data inactivity for a longer time during a multicast session there is already the possibility to save UE power by releasing the UE to RRC_INACTIVE (or RRC_IDLE). 
QoS, reliability and service continuity are better in RRC_CONNECTED compared to RRC_INACTIVE and for some services it is critical or preferred to receive MBS multicast in RRC_CONNECTED despite the higher UE power consumption. For some UEs the power consumption may also not be a critical issue e.g. MCPTT terminals.
	
	Congestion
	UE power saving

	Source
	NW detects congestion
	UE individual preference to save power (over QoS)

	Time period
	During period of congestion in connected mode, i.e. on-demand. The congestion level may vary, and congestion is expected to be temporarily, but could last for hours.
	The UE preference is not expected to change often, i.e. is expected to be semi-static.

	Area
	In one (or more neighbouring) cell(s) experiencing connected mode congestion.
	Potentially in the complete multicast service area, i.e. in all the cells where the UE(s) are roaming during multicast reception.

	Preferred state
	RRC_CONNECTED
	RRC_INACTIVE during multicast session

	QoS
	Reduced QoS is acceptable (for some UEs) to guarantee service continuity. 
	The UE prefers power saving over QoS. But reception in RRC_CONNECTED mode is of course feasible, i.e. a Rel-17 multicast UE does not have this choice.



The two use cases have different characteristics:
· With congestion the NW knows where the congestion is. With UE power saving it will be difficult to predict which and how many UEs would prefer to save power, and the UE preference may change (semi-statically). Furthermore the target gNB is not aware of the UE preference after cell re-selection in RRC_INACTIVE.
· Congestion is expected to be temporary (perhaps last for hours). The congestion may arise quickly e.g. when a large number of MCPTT users arrive at the emergency location and service continuity has to be guaranteed. In case there is a population of UEs that prefers to save power, then that is not expected to change frequently nor quickly. 
· The congestion could be rather local e.g. perhaps in a single cell (including some neighbours). The UE power saving may be needed in the complete multicast service area. 
· During congestion hopefully most UEs can remain in RRC_CONNECTED. But the complete power saving community would like to leave RRC_CONNECTED during the multicast session, and only return to RRC_CONNECTED for a unicast DRB. 
Open issues UE power saving use case:
· For the use cases where the UE can prioritize UE power saving over QoS and the UE does not require a DRB, why is MBS broadcast not suitable? MBS broadcast is supported in Rel-17 and may fulfil the requirements of this use case?
· In case the UE power consumption is compared between RRC_CONNECTED without a DRB (which is the proper comparison, but perhaps not a likely use case), then the difference with RRC_INACTIVE is not that big, because there are no uplink PDSCH transmissions which causes the major power consumption in connected mode. It is not clear what the power saving gains are for this use case. 
· It is not obvious that the UE power saving is a UE preference, i.e. can the UE decide to prioritize UE power saving over QoS? Perhaps for some connections, the UE preference should be rejected because the required QoS cannot be met in RRC_INACTIVE? 
· In case a DRB is established, and there is unicast data, the UE would normally not be released to RRC_INACTIVE when the multicast session starts. So the UE in addition may have to indicate to prioritize multicast reception over unicast data, because typically a default DRB is established when the UE enters connected mode. But perhaps the could indicate a preference to suspend the DRB, however it is not clear if suspension of a DRB should be left to UE preference, i.e. the network may have reasons to keep the DRB?
· Does the UE preference to save power depends on the multicast session? Or does the UE preference depend on the UE type (e.g. RedCap UE). For some UE types power saving is not critical e.g. MCPTT.
Proposal 1: RAN2 to discuss if MBS multicast in RRC_INACTIVE is required for UE power saving reasons.
Rel-17 re-use and limitations
In this section the Rel-17 MBS multicast and broadcast solutions are revisited. The multicast in RRC_INACTIVE in Rel-18 is a solution somewhere in between the Rel-17 multicast and broadcast solution. If possible Rel-17 MBS broadcast and multicast functions and procedures should be re-used:
Proposal 2: The Rel-18 solution builds on top of the functions and procedures provided by Rel-17 MBS broadcast and multicast.
Given the limited number of time units it is preferred to select a simple solution that meets the requirements.
During the Rel-17 framework there was a lot of focus and discussions about the QoS that can be provided in the different modes. These are valid considerations, i.e. QoS guarantees cannot be provided in RRC_INACTIVE and RRC_IDLE. However when the UE is in good coverage conditions, the quality can be as good as in RRC_CONNECTED. 
In RRC_CONNECTED QoS, delay, reliability and service continuity can be guaranteed and resources can be used more efficient by using UL feedback (HARQ and CSI-RS/SRS). In RRC_INACTIVE and RRC_IDLE the QoS is best effort and is provided using over-provisioning, especially to support UEs at the cell border/bad coverage due to lack of uplink feedback. Lack of uplink feedback about UE interest and reception quality and idle mode mobility also introduces problems of when and where to provide these resources efficiently (see section 3.5.3 for further discussion). 
When a Rel-17 multicast UE is suspended to RRC_INACTIVE, the multicast MRB is released, but the MRB configuration is stored in the UE context. This stored information is used to enable restoration of the multicast connection during the resume procedure. Furthermore delta-signalling can be used for reconfiguration if needed. 
A Rel-17 broadcast UE, in transition between RRC_INACTIVE/RRC_IDLE and RRC_CONNECTED does not release the broadcast connection. However the transition is not seamless, e.g. during RACH access the UE has to continuously listen to the NW response for some time, and in some cases reception is interrupted due to UE capability restrictions e.g. RRC reconfiguration in connected mode leads to reception of broadcast on SCell, or the UE does not support broadcast on SCell and the broadcast reception is lost. 
Dedicated frequencies (downlink only frequencies) and dedicated cells for MBS are not supported in Rel-17, i.e. MBS broadcast and multicast is integrated with unicast. However MBS broadcast may be provided on selected frequencies only. The gNB can configure the multicast MRB with a bandwidth and on a frequency which is a common denominator of the supported UE capabilities of the multicast group members (good luck gNB). 
Rel-17 already offers two solutions at the extremes ends, which have limitations and are not optimal. The Rel-18 solution is expected to provide variants in between:
Option A: 	A Rel-17 multicast UE that is released to RRC_INACTIVE continues to use the connected mode PTM configuration of the multicast MRB to receive multicast data in RRC_INACTIVE.
Option B: 	
…
Option Y: 
Option Z: 	In Rel-17 the NW can configure MBS broadcast with the same content as provided via multicast, when and where this is needed.
About option A:
· The UE continues to use the DL PTM part of the multicast MRB when released to RRC_INACTIVE. This is similar to the case when a Rel-17 broadcast UE is configured with a broadcast MRB on PCell in connected mode and is released to RRC_IDLE/RRC_INACTIVE, i.e. the UE can continue to receive broadcast data via the connected mode broadcast MRB. The UE loses the (old) broadcast connection when the PTM configuration is changed in MCCH, or the UE re-selects to a neighbour cell with a different PTM configuration. A UE that continues to receive the connected mode multicast MRB would have a similar experience. But the multicast connection is expected to continue to work very well if the UE remains in good coverage and the configuration is not changed. However:
· The multicast connection would be interrupted when the multicast MRB was on SCell in connected.
· The multicast connection would experience reduced quality when the UE moves to the cell border.
· The NW reconfigures the PTM part of the MRB configuration, or the multicast MRB is configured on a different SCell/PCell.
· The reception is lost when the UE re-select to a neighbour cell with a different PTM configuration.
· This solution could be supported with minimal changes in UE and NW, but it also has (serious) limitations.
About option Z:
· This solution compared to option A requires more implementation effort of both UE and NW, and is more expensive for the operator. Furthermore it is not resource efficient (e.g. non-overlapping CFR configurations for broadcast and multicast), i.e. the same content is provided in two different ways in potentially the complete service area. 
· SA2 is studying this option further in solution #16 [5], i.e. SA2 is evaluating the suitability to support large number of UEs for public safety over both broadcast and multicast transport.
Scope of the solution
In this section different aspects are discussed that may help to define the scope of the solution. 
ROM
The UE enters RRC_INACTIVE when it is configured with suspendConfig in RRCRelease message, i.e. the UE enters RRC_INACTIVE via RRC_CONNECTED. Thus ROM devices cannot receive multicast in RRC_INACTIVE: 
Working assumption 1: A UE has to enter RRC_CONNECTED to enable multicast reception in RRC_INACTIVE i.e. ROM devices are out of scope.
Only when there is a multicast PTM configuration in connected mode
Multicast reception in RRC_INACTIVE is only supported when shared MBS traffic delivery method is used. And multicast reception in RRC_INACTIVE is only supported when and multicast reception in RRC_CONNECTED is supported, and a multicast MRB with PTM using MTCH is configured in connected mode:
Working assumption 2: Multicast reception in RRC_INACTIVE is only supported when a multicast MRB with PTM configuration is configured in RRC_CONNECTED.
Uplink feedback
The PTP link of a multicast MRB, that can enable HARQ retransmissions, is not used in RRC_INACTIVE and there are no need for CSI-RS and SRS transmissions. Furthermore, if configured PTM retransmissions are configured, the UE does not send PTM HARQ feedback: 
Working assumption 3: There is no uplink feedback (HARQ, CSI-RS, SRS) for neither PTP nor PTM when the UE receives multicast data in RRC_INACTIVE.
CFR and BWP 
The network can configure a multicast CFR on the dedicated BWP in connected mode to be non-overlapping with the initial BWP. But then the UE is not able to receive Paging and System Information from the initial BWP part as UEs in RRC_IDLE and RRC_INACTIVE do. In such case the network has to configure a separate common search space on the dedicated BWP of the UE to enable Paging PDCCH and ETWS/CMAS reception or the network has to signal ETWS/CMAS in dedicated signalling to those UEs. Paging using PDSCH is not required in connected mode: 
Working assumption 4: The multicast CFR of the dedicated BWP in RRC_CONNECTED overlaps with the initial (RedCap) BWP in SIB1. 
In the following it is assumed that this use case does not need to be supported. In Rel-17 there was also a decision that MBS broadcast is only supported in connected mode when the unicast BWP completely overlaps CORESET#0. 
It is resource efficient when there is a single downlink multicast data stream for both UEs in RRC_CONNECTED and RRC_INACTIVE. Otherwise the solution resembles Rel-17 where MBS broadcast and multicast can be configured simultaneously with the same content but different streams: 
Working assumption 5: UEs in RRC_CONNECTED and RRC_INACTIVE receive the same multicast data send via the same G-RNTI.
The UE in RRC_INACTIVE receiving multicast data should behave like a normal UE, i.e. receive Paging and System Information using the initial (RedCap) BWP configured in SIB1:
Working assumption 6: UE in RRC_INACTIVE receiving multicast data receives Paging and System Information using the initial (RedCap) BWP configured in SIB1.
A UE in RRC_INACTIVE monitors the Paging PDCCH using P-RNTI according to the configured (e)DRX. The multicast PTM DRX may overlap with the Paging (e)DRX, and the UE may not be able to receive Paging and multicast in the same slot. However Paging should not be impacted when the UE receives multicast data in RRC_INACTIVE: 
Working assumption 7: The UE prioritizes monitoring Paging PDCCH/PDSCH in case it overlaps with multicast transmissions.
Further discussion is needed how to handle simultaneous reception of ETWS/CMAS and multicast data in case the SI window and PTM DRX overlap. 
The multicast UE in RRC_INACTIVE monitors a single BWP and there is no BWP switching: 
Working assumption 8: The multicast UE in RRC_INACTIVE monitors a single BWP and there is no BWP switching.
The bandwidth of the CFR to receive multicast data in RRC_CONNECTED and RRC_INACTIVE can be smaller or larger than the bandwidth of the initial BWP:
Working assumption 9: The bandwidth of the CFR to receive multicast data in RRC_CONNECTED and RRC_INACTIVE is smaller, equal or larger than the bandwidth of the initial BWP
Working assumption 10: The multicast CFR for reception of multicast data in RRC_INACTIVE has the same SCS and CP as the initial BWP configured in SIB1.
PCell and Scell
A UE supporting MBS multicast supports multicast reception on PCell (dynamicMulticastPCell-r17). Optionally the UE can also support multicast reception on SCell in addition (dynamicMulticastSCell-r17).
Dependent on the UE capabilities of the multicast group members the multicast MRB can be configured on PCell or Scell in connected mode. 
In RRCRelease message the UE can be redirected to a specific NR frequency in RRC_INACTIVE or RRC_IDLE using RedirectedCarrierInfo. The UE triggers cell selection to find a suitable cell on the NR frequency: 
Working assumption 11: Multicast reception in RRC_INACTIVE is supported when the multicast MRB is configured on PCell or SCell.
Session states
A multicast session can be in different states, e.g. configured, active and inactive, see section 4.3 in 23.247. When the UE is receiving multicast data in RRC_INACTIVE, then the session state can also change. 
Working assumption 12: When the UE receives multicast data in RRC_INACTIVE the multicast session state can change (configured, active or inactive). 
When the details of the solution are more clear, it can be discussed further if the UE should be informed about session state changes (to avoid unnecessary PDCCH monitoring using G-RNTI during PTM DRX). 
Multiple multicast sessions
There can be a number of simultaneous multicast group calls configured in RRC_CONNECTED. And not necessarily all connected mode sessions have to be supported in RRC_INACTIVE. But it should be possible to enable reception of one, more or all multicast sessions in RRC_INACTIVE: 
Working assumption 13: One or more multicast sessions can be received in RRC_INACTIVE dependent on network configuration.
Legacy (MBS) UEs
Even the simplest solutions to enable multicast reception in RRC_INACTIVE, that re-use the Rel-17 MBS broadcast and multicast functions, require some changes in the UE and NW:
Observation 1: Multicast reception in RRC_INACTIVE is not supported in Rel-17.
This implies that there can be service denial with a large number of Rel-17 multicast UEs when there is congestion in connected mode. But RAN2 decided not to introduce this functionality in Rel-17. 
Dependent on the details of the selected solution, e.g. when the broadcast MCCH is also used to convey the Rel-18 multicast PTM configuration, or group paging is used to convey session status change to multicast UEs in RRC_INACTIVE, there could be impact on legacy UEs. But the impact depends on the details of the selected solution, i.e. this needs further discussion on a case-by-case basis. 
A multicast UE in RRC_CONNECTED monitors PDCCH for unicast data using C-RNTI according to the configured C-DRX. And a multicast UE monitors for multicast data using G-RNTI according to the configured PTM DRX. When in RRC_INACTIVE the multicast UE should only monitor the G-RNTI: 
Working assumption 14: The UE in RRC_INACTIVE monitors multicast data using G-RNTI according to the connected mode PTM DRX.
G-CS-RNTI / SPS
RAN1 has not agreed on all the details of the G-CS-RNTI / SPS related capabilities [8]. In case the network wants to configure G-CS-RNTI / SPS in connected mode, then all members of the group have to support the optional features. The optional capability for UEs to support multicast reception in RRC_INACTIVE would be added on top, i.e. it becomes less likely that the network would be able to configure it:
Working assumption 15: Multicast reception in RRC_INACTIVE is supported using G-CS-RNTI / SPS.
RedCap
Multicast reception in RRC_INACTIVE can be supported by any UE supporting the feature, including RedCap UEs:
Working assumption 16: RedCap UEs that support multicast in RRC_CONNECTED can also support multicast in RRC_INACTIVE.
RRC_IDLE
Concerning multicast reception in RRC_IDLE the following observation can be made: 
Observation 2: Multicast reception in RRC_IDLE is not out of scope when the selected solution supports it without additional effort or impact on other WGs.
PTM configuration
PTM part of multicast MRB
A multicast MRB can be PTM-only or split MRB with PTP and PTM link. 
When the UE in RRC_INACTIVE receives multicast data it uses only the PTM part of the multicast MRB. The UE uses a single DL-only RLC-UM entity for PTM reception in RRC_INACTIVE:
Working assumption 17: Single DL-only RLC-UM is used to receive multicast in RRC_INACTIVE.
How to configure the multicast PTM
How to configure the multicast PTM for a UE in RRC_INACTIVE requires a lot more discussion, and the topic is only discussed on a high level in this contribution. 
Different ways to configure the UE in RRC_INACTIVE with a PTM configuration can identified:
· Default configuration: e.g. a default PTM configuration can be added to section 9.3 in 38.331. 
· Pre-configuration: e.g. a PTM configuration can be provisioned in the UE via higher layer signalling.
· Inherit connected mode PTM configuration: this is a logical solution, especially during transit from RRC_CONNECTED to RRC_INACTIVE until the UE has received another configuration. This solution is similar to Rel-17 broadcast MRB handling when the UE transits from RRC_CONNECTED to RRC_INACTIVE.
· SIB: The PTM configuration can be provided in SIBx.
· MCCH: The PTM configuration can be provided on (broadcast) MCCH. 
There are pros and cons for the different options concerning the flexibility to use different configuration, the ability to change the configuration, and the complexity to introduce a (common) ASN.1 structure for the PTM config in SIB or MCCH given the existing dedicated UE individual MRB configuration in connected mode. The latter topic was discussed during the Rel-17 timeframe, but not agreed due to the complexity. 
PTM configuration change
The multicast MRB configuration in RRC_CONNECTED is assumed to be configured based on the QoS flow parameters (e.g. bitrate, delay, reliability) of the multicast session. Once the MRB is configured and the session has been activated, the configuration is not expected to change often during the session. But perhaps the HARQ PTP configuration is changed due to HARQ/measurement feedback of the UE, but the PTM configuration is expected to change less often than the PTP configuration. However the QoS of an MRB may change (ARP change), or the gNB needs to change the configuration due to changing (load) conditions in the gNB:  
Observation 3: The multicast PTM configuration is not expected to change often during a session, if at all.
In case there is a need to change the PTM configuration in RRC_CONNECTED, then there is also a need to update the multicast UEs in RRC_INACTIVE to avoid service interruption: 
Proposal 3: In case PTM configuration change while the UE is in RRC_INACTIVE needs to be supported, RAN2 may consider using SIB or MCCH.
It is assumed that the PTM config in SIB/MCCH follows the PTM config in RRC_CONNECTED. However, due to the latency in SIB/MCCH change, there can be a temporary mismatch between PTM configuration used by the UE in RRC_INACTIVE, and the PTM transmissions of the network. But this could perhaps also happen when there is a large number of UEs in RRC_CONNECTED in Rel-17 that need to be reconfigured. Which brings up the question whether the MCCH can also be used in connected mode. These important issues are not further discussed in this contribution. 
Mobility, state transitions, configuration and service area
With service area here is meant the “MBS multicast in RRC_INACTIVE service area”, i.e. where the UE can receive multicast in RRC_INACTIVE.
These four topics: mobility, state transitions, configuration and service area are coupled, i.e. need to be considered together per use case. For example: 
· In both use cases (congestion and UE power saving), the UE first has to enter RRC_CONNECTED before it can receive multicast in RRC_INACTIVE. 
· Congestion can be in one cell only, while the UE may want to save power in all cells.
· When there is no congestion in the neighbour cell, then the UE should not re-select this neighbour cell, but transit to connected mode where multicast reception is preferred and handover to a neighbour cell can be achieved.
· For power saving service continuity via cell re-selection could be suitable, but it requires the same PTM configuration in neighbouring cells (e.g. complete RNA).
· In case of connected mode mobility during congestion, the PTM configuration can be different in neighbour cells. 
Transition into RRC_INACTIVE to receive multicast
This topic is perhaps less controversial and it is the same for both use cases: Transition from RRC_CONNECTED to RRC_INACTIVE is always under network control using RRCRelease message and suspendConfig:
Proposal 4: The gNB uses RRCRelease with suspendConfig to enable the UE to receive multicast in RRC_INACTIVE.
As in legacy the gNB is in control of the transition into RRC_INACTIVE. However the UE and/or CN may provide assistance information to help the gNB to decide which UE (not) to release to RRC_INACTIVE. For example the UE may indicate a preference to receive the multicast in RRC_INACTIVE to save power. 
Proposal 5: Dependent on the use case the UE and/or CN may provide assistance information to help gNB to decide which UE (not) to release to RRC_INACTIVE for multicast reception.
Details of the UE assistance information can be further discussed in RAN2. While for the CN UE assistance RAN2 can wait for the outcome and conclusions from the SA2 study [2].
In case the UE joins a multicast session early, and the session is activated (much) later, it is possible that the UE is released to RRC_INACTIVE or RRC_IDLE due to data inactivity. But when the first UE joins the session and the RAN receives the join information, the RAN can establish a shared tunnel and receive the QoS information for the multicast session and determine a PTM configuration. 
MBS multicast in RRC_INACTIVE service area
Once the UE is receiving multicast in RRC_INACTIVE, then the impact on mobility and return to connected mode is coupled to the question where multicast in RRC_INACTIVE needs to be supported, i.e. what is the MBS multicast in RRC_INACTIVE service area?
For the congestion use case, there can be congestion in a single cell, where neighbouring cells do not experience congestion. Furthermore the UE prefers to receive multicast in RRC_CONNECTED, and the quality of service of the connection is likely to be impaired at the cell border. 
For the UE power saving use case, the UE would prefer to save power during the complete session while roaming, i.e. potentially this needs to be supported in the whole service area where multicast is supported: 
Proposal 6: The MBS multicast in RRC_INACTIVE service area can be one or more neighbouring cells dependent on network configuration.
NOTE: just like Rel-17 broadcast service continuity, the neighbouring cells could be intra-frequency or inter-frequency. A single frequency deployment provides better seamless service continuity and it is less power consuming for the UE when roaming. 
NOTE 2: in case of congestion, which neighbouring cells are congested may depend on whether the congestion is at cell level or gNB level, and which cells are connected to the gNB. 
Mobility and return to connected mode
This needs to be discussed per use case: 
For the UE power saving use case, provided that the same PTM configuration is applied to the complete RNA, the UE can perform cell re-selection within the RNA as usual, and when the UE re-selects to a cell of another RNA, the UE triggers RNA update and transits to connected mode as usual. If the new RNA does not support multicast in RRC_INACTIVE, the UE remains in connected to receive multicast. 
BUT unless the PTM is configured in all cells of the RNA and PTM transmissions start when the session is activated in all the cells of the RAN, even when there is no multicast group member in that cell, the UE cannot use cell re-selection and continue to multicast reception in RRC_INACTIVE in the neighbour cell of the RNA. In case cell re-selection is used for mobility, then the multicast session has to be provisioned in a similar way as a broadcast session in Rel-17. This implies that either a lot of resources are wasted because nobody is listening, or a complex solution is needed to switch the transmissions on when the first multicast UE re-selects to the cell, and turn it off when the last multicast UE leaves the cell. This might also reduce the UE power saving gains, i.e. somebody has to tell the gNB and go to connected mode: 
either you have to transmit PTM in every cell irrespective if it is needed or not or switch it on/off based on demand
Observation 4: In case mobility via cell re-selection is used this introduces either large resource waste or requires a complex solution to handle efficiently 
In case there is congestion in a single cell, then the UE should not re-select to a neighbour cell when moving, but transit to connected mode where multicast reception is preferred:
Observation 5: When there is congestion in a single cell, then the UE should not re-select to a neighbour cell, but transit to connected mode where multicast reception is preferred. 
First some further considerations on the QoS of multicast reception in RRC_INACTIVE during congestion
· In this case the UE prefers to receive multicast in RRC_CONNECTED for QoS, reliability and service continuity reasons, and reception in RRC_INACTIVE is only acceptable (for some) UEs from a service perspective to avoid service denial. RAN2 assumes to receive input from SA2 / SA6 about these aspects. 
· For mission critical services it is very important to also provide reliable connections that can be used at the cell border, and reception under poor conditions should be avoided. Typically only a smaller portion of the UEs resides at the cell border or is under poor coverage, i.e. it is feasible that the gNB reserves connected mode resource to enable UEs in poor coverage to return to connected mode, even during congestion. Those UEs can be configured with PTP including HARQ to improve the quality of the connection or be handed over to a neighbouring cell in case of mobility. 
· NOTE: during congestion it is not possible to block access for certain UEs anyways, i.e. transition to connected mode needs to be supported. For example, when the UE is in RRC_IDLE and re-selects to the congested cell, or the UE is powered on in the congested cell, the UE has to transit to RRC_CONNECTED before reception of unicast in RRC_INACTIVE can be enabled anyways. 
For the congestion use case mobility should be handled in connected mode, because the neighbour cell might not be congested, and for QoS reasons. And in case there is congestion in two neighbouring cells that belong to different RNAs the UE would also return to connected mode due to RNA update. 
During congestion the gNB can decide to release UEs, that are in good coverage and have low mobility, to RRC_INACTIVE, using CN assistance info if available. Such UEs would experience a QoS similar to the UEs in RRC_CONNECTED: [image: ]
Figure 1: Multicast reception in Inactive mode in good coverage.
A generic solution that fits both use cases is: 
Proposal 7: The UE can be configured in RRCRelease to return to connected mode for mobility, otherwise the UE uses idle mode mobility.
The UE should return to connected mode (long) before it initiated cell re-selection to a neighbour cell (i.e. target cell becomes better than source cell, or source cell is not suitable anymore). There is no need to introduce new measurements, i.e. return can be based on existing RSRP/RSRQ measurements in the UE. For example for relaxed RRM measurements there is the not-at-cell-edge criterion (SSearchThresholdP2 and SSearchThresholdQ2), e.g. a similar approach could be used for multicast in RRC_INACTIVE, i.e. to draw a border. 
UE and CN assistance info
For the UE power saving use case, the UE could provide UE assistance info:
· Preference to receive multicast in RRC_INACTIVE
· Indicating when multicast reception in RRC_INACTIVE (to save power) is prioritized over transmission/reception of unicast in RRC_CONNECTED, i.e. network does not have to wait for unicast data inactivity to release the UE to RRC_INACTIVE
Further discussion is needed whether the CN could also provide assistance information for UE power saving use case, e.g. based on subscription info, traffic info or device type. Or perhaps the CN wants to prohibit the UEs to receive multicast in RRC_INACTIVE. The RAN for example already knows if the device is a RedCap UE, and the CN assistance information can be left to SA2 to discuss further.
Working assumption 18: The UE can be configured to provide UE assistance to receive multicast in RRC_INACTIVE.
UE capability 
The UE capabilities will and should be discussed later, but some initial observations are made below:
· Multicast reception in RRC_INACTIVE is most likely going to be an optional UE capability, conditional on whether the UE supports multicast in RRC_CONNECTED.
· For congestion, the capability would need to be signalled to the gNB, but for power saving it can be discussed further if it is needed in addition to UE assistance signalling. 
· In case of congestion, MCPTT UEs would need to support the feature, while other UEs can be blocked or released to guarantee service for MCPTT UEs. 
Data inactivity and session status change
There can be data inactivity during an active Multicast session, i.e. in Rel-17 the gNB can decide to release a multicast UE to RRC_INACTIVE when there is no multicast nor unicast data for some time. The gNB triggers RAN (group) paging when there is new unicast/multicast data. This functionality remains in Rel-18.
But if the UE supports multicast reception in RRC_INACTIVE, then there is not a strict requirement that the UE has to return to connected mode when there is new multicast data for an active session, or the session is activated, i.e. it needs further discussion if the UE should respond to group paging. 
When the UE is receiving multicast in RRC_INACTIVE it is beneficial if the UE is informed about session state change, i.e. the UE can refrain from monitoring the G-RNTI during the PTM DRX. But perhaps this ability is coupled whether PTM change is supported via MCCH/SIB: 
Working assumption 19: If PTM change via MCCH/SIB is supported, the UE receiving multicast in RRC_INACTIVE is informed about session state change.
[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss reception of multicast in RRC_INACTIVE: 
Observations
Observation 1: Multicast reception in RRC_INACTIVE is not supported in Rel-17.
Observation 2: Multicast reception in RRC_IDLE is not out of scope when the selected solution supports it without additional effort or impact on other WGs.
Observation 3: The multicast PTM configuration is not expected to change often during a session, if at all.
Observation 4: In case mobility via cell re-selection is used this introduces either large resource waste or requires a complex solution to handle efficiently 
Observation 5: When there is congestion in a single cell, then the UE should not re-select to a neighbour cell, but transit to connected mode where multicast reception is preferred. 
Working assumptions
Working assumption 1: A UE has to enter RRC_CONNECTED to enable multicast reception in RRC_INACTIVE i.e. ROM devices are out of scope.
Working assumption 2: Multicast reception in RRC_INACTIVE is only supported when a multicast MRB with PTM configuration is configured in RRC_CONNECTED.
Working assumption 3: There is no uplink feedback (HARQ, CSI-RS, SRS) for neither PTP nor PTM when the UE receives multicast data in RRC_INACTIVE.
Working assumption 4: The multicast CFR of the dedicated BWP in RRC_CONNECTED overlaps with the initial (RedCap) BWP in SIB1. 
Working assumption 5: UEs in RRC_CONNECTED and RRC_INACTIVE receive the same multicast data send via the same G-RNTI.
Working assumption 6: UE in RRC_INACTIVE receiving multicast data receives Paging and System Information using the initial (RedCap) BWP configured in SIB1.
Working assumption 7: The UE prioritizes monitoring Paging PDCCH/PDSCH in case it overlaps with multicast transmissions.
Working assumption 8: The multicast UE in RRC_INACTIVE monitors a single BWP and there is no BWP switching.
Working assumption 9: The bandwidth of the CFR to receive multicast data in RRC_CONNECTED and RRC_INACTIVE is smaller, equal or larger than the bandwidth of the initial BWP.
Working assumption 10: The multicast CFR for reception of multicast data in RRC_INACTIVE has the same SCS and CP as the initial BWP configured in SIB1.
Working assumption 11: Multicast reception in RRC_INACTIVE is supported when the multicast MRB is configured on PCell or SCell.
Working assumption 12: When the UE receives multicast data in RRC_INACTIVE the multicast session state can change (configured, active or inactive). 
Working assumption 13: One or more multicast sessions can be received in RRC_INACTIVE dependent on network configuration.
Working assumption 14: The UE in RRC_INACTIVE monitors multicast data using G-RNTI according to the connected mode PTM DRX.
Working assumption 15: Multicast reception in RRC_INACTIVE is supported using G-CS-RNTI / SPS.
Working assumption 16: RedCap UEs that support multicast in RRC_CONNECTED can also support multicast in RRC_INACTIVE.
Working assumption 18: The UE can be configured to provide UE assistance to receive multicast in RRC_INACTIVE.
Working assumption 19: If PTM change via MCCH/SIB is supported, the UE receiving multicast in RRC_INACTIVE is informed about session state change.
Proposals
Proposal 1: RAN2 to discuss if MBS multicast in RRC_INACTIVE is required for UE power saving reasons.
Proposal 2: The Rel-18 solution builds on top of the functions and procedures provided by Rel-17 MBS broadcast and multicast.
Proposal 3: In case PTM configuration change while the UE is in RRC_INACTIVE needs to be supported, RAN2 may consider using SIB or MCCH.
Proposal 4: The gNB uses RRCRelease with suspendConfig to enable the UE to receive multicast in RRC_INACTIVE.
Proposal 5: Dependent on the use case the UE and/or CN may provide assistance information to help gNB to decide which UE (not) to release to RRC_INACTIVE for multicast reception.
Proposal 6: The MBS multicast in RRC_INACTIVE service area can be one or more neighbouring cells dependent on network configuration.
Proposal 7: The UE can be configured in RRCRelease to return to connected mode for mobility, otherwise the UE uses idle mode mobility.
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