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1. Introduction

In Rel-17, RAN1 has performed a study on XR evaluations for NR, and the evaluation results are captured in TR 38.838 [1]. In RAN#94e meeting, a new SID “Study on XR Enhancements for XR” for NR Rel-18 was approved [2]. The objectives for the new SID are as follows:
	The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 

Objectives on XR-awareness in RAN (RAN2):

· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.

· Study how the above information aids XR-specific traffic handling.

Objectives on XR-specific Power Saving (RAN1, RAN2):

· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:

· C-DRX enhancement.

· PDCCH monitoring enhancement.

Objectives on XR-specific capacity improvements (RAN1, RAN2):

· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:

· SPS and CG enhancements;

· Dynamic scheduling/grant enhancements.


SA2 has also approved a new SID on Study on architecture enhancement for XR and media services [3]. Based on their objectives, SA2 has further agreed to keep researching multiple key issues as already captured in TR 23.700-60 [4]. In the RAN’s SID mentioned above, it is also clarified that RAN study is to be based on Release 18 work from SA2.
In this contribution, we will focus on the first objective listed in the RAN’s SID for XR, i.e. XR-awareness in RAN. In the following sections, we will first have a quick review on the recent progress of SA2 to identify the key issues which need coordination with RAN WGs. Afterwards, we will share our views on XR-specific handling from RAN’s perspective, for those SA2’s key issues which require coordination with RAN.
2. SA2’s progress on XR study
Based on the clarifications and information provided by SA4 LS [5], SA2 has given the following formal definitions for terms ‘PDU Set’ and ‘Data Burst’ in the latest TR 23.700-60:

	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.
Data Burst: A set of datamultiple PDUs generated and sent by the application in a short period of time. 

NOTE: A Data Burst It can be composed by one or multiple PDU Sets.


According to SA4 and SA2’s understanding, a PDU set may be an XR frame if the application applies GOP (Group of Picture) based model, or a PDU set can also be a video slice/tile if slice-based model/tile-based model is applied. For GOP based model, since frames are generated according to the video’s frame rate, each frame can be viewed as a data burst. While in slice-based model/tile-based model, a picture frame is divided into multiple slices/tiles for parallel processing for video encoding and decoding. Then a data burst may contain multiple slices/tiles which originate from the same picture frame.
Up to now, SA2 has agreed 9 key issues to be further studied as follows [4]:
	Key Issue #1: Policy control enhancements to support multi-modality flows coordinated transmission for single UE
Key Issue #2: Support the Application Synchronization and QoS Policy Coordination for Multi-modal Traffic among Multiple UEs
Key Issue #3: 5GS information exposure for XR/media Enhancements
Key Issue #4: PDU Set integrated packet handling

Key Issue #5: Differentiated PDU Set Handling
Key Issue #6: Uplink-downlink transmission coordination to meet Round-Trip latency requirements
Key Issue #7: Policy enhancements for jitter minimization
Key Issue #8: Enhancements to power savings for XR services
Key Issue #9: Trade-off of QoE and Power Saving Requirements


As clarified in the descriptions for those key issues in [4], the above highlighted key issues require collaboration with RAN WGs. Key issues #8 and #9 focus on power saving for XR services, which are tightly coupled with the second objective of RAN SID for XR. 
Key issue #4 focuses on PDU set integrity. A PDU set consists of a group of packets which constitutes a frame/slice/tile. Those packets are correlated at media layer and shall be decoded as a whole. According to the definition of a PDU set, in some applications, the frame/slice/tile can only be decoded if all packets or a certain amount of packets encoding the same frame/slice/tile are successfully delivered. Thus, the group of packets belonging to the same PDU set shall be treated in an integrated manner, to promote the user experience and efficiency. SA2 is currently studying how to identify packets belonging to one specific PDU set, what information needs to be provided to RAN to support PDU set integrity and how to provide this information to RAN, etc. At RAN side, whether existing scheduling schemes are sufficient to support PDU set level integrity needs further investigation. If not sufficient, which parts shall be enhanced and how to enhance can be further studied. In section 3, we will share our views on PDU set integrity transmission at RAN.
Key issue #5 focuses on differentiated PDU set handling. In one XR service, different types of PDU sets exist, e.g. I frame vs P frame, or I slice vs P slice, field of view vs background etc. For ease of understanding, we use the GOP model presented in Figure 1 as an example. In the GOP, an I frame is a reference frame while P frame is a dependent frame which refers to the previous I frame. This P frame can be decoded only when the previous I frame is successfully decoded. In addition, similar feature exists for slice-based model. A dependent frame/video slice can only be decoded based on the successful delivery of its reference frame(s)/video slice(s). A loss of a reference PDU set will incur greater impacts on user experience and efficiency when compared with a loss of a dependent PDU set. Thus, different PDU sets may have different importance. The intention of key issue #5 is to study how to support differentiated QoS handling for PDU sets with different importance. SA2 will study how to identify the importance information for a given PDU set, which network entity needs to receive the importance information and how it is received. From RAN’s perspective, RAN node obviously needs to obtain the importance information to enable differentiated PDU set treatment at Uu interface. We will further analyse differentiated PDU set handling at RAN in section 4.
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Fig.1 GOP based frame types
3. PDU set integrity handling at RAN
3.1
PDU set integrity handling for downlink
The consolidated solution #52 captured in the SA2 TR 23.700-60 [4] lists some baseline parameters required for PDU set integrity handling:
	Info for intra-PDU Set handling (i.e. KI#4, PDU Set integrated handling).


Baseline parameters:

-
PDU Set Sequence number (SN) (solution 7, 8, 9, 11, 12, 14, 19, 20, 21, 22).

-
Start/End PDU of the PDU Set (solution 11, 12, 15, 18, 21, 22).

-
PDU SN within a PDU Set (solution 11, 20, 22).

-
Number of PDUs within a PDU Set (solution 9, 20).

Editor's note:
Whether PDU Set Sequence number can also convey Start/End PDU of a PDU Set instance is FFS.


In the SA2 solution, UPF identifies the above parameters based on some detection methods, and UPF can provide the above parameters to RAN by adding them into GTP-U header for packets sent in DL direction. 

When the GTP-U packet containing this additional information arrives at the gNB, gNB may identify packets belonging to the same PDU set and adjust scheduling accordingly, e.g.:

1. Ensure that the requirements in terms of PDU set level delay budget and/or error rate are met so that proper level of quality of experience is ensured.
2. Perform proactive packet discarding in case some of the packets of the PDU set were already lost making it impossible for an application to decode a certain frame/slice/tile. This results in enhancing transmission efficiency by avoiding transmission of useless data over the air interface.
To achieve the goals mentioned above, RAN node needs to be aware of which PDUs belong to the same PDU set. Among the baseline parameters mentioned by SA2, PDU set SN is the most essential one in our opinion. This is because, considering slice-based model, a single data burst may consist of multiple PDU sets. During the transmission of a data burst over N3 interface, packets might arrive out of order. Without PDU set SN, it might be impossible to identify packets belonging to the same PDU set only with start/end indication. Therefore, PDU set SN is crucial for RAN node to identify different PDU sets. An end flag of a PDU set seems also useful, especially for the last PDU set within a data burst. For the number of PDUs within a PDU set, this may be easily derived from start/end flag of the PDU set while PDU SN within a PDU set seems redundant with GTP-U SN, so such information seems unnecessary.
Proposal 1: In order to handle DL PDU set integrity at RAN, RAN node needs to know at least the PDU set SN and End PDU of each PDU set.
As mentioned above, to ensure proper level of QoE for XR applications, the QoS parameters such as error rate and delay budget need to be ensured at PDU set level. To make this possible, RAN also needs to be aware of such PDU set level requirements. We think at least PDU set delay budget (PSDB) and PDU set error rate (PSER), as studied already by SA2, are beneficial for RAN to determine its scheduling policy.
Proposal 2: In order to meet XR application QoS requirements, RAN node needs to know the PDU set delay budget (PSDB) and PDU set error rate (PSER) requirements.

After receiving all the above information, RAN node can determine its scheduling policy to ensure DL PDU set integrity and such scheduling policy/actions can be left up to network implementation and do not have to be specified. Furthermore, since all the necessary information can be provided by 5G core network via control plane or via user plane with the PDU set, we think no RAN side protocol enhancement is needed.
Proposal 3: How the PDU set level assistance information is used by RAN should be up to the network implementation and does not have to be specified.

3.2 PDU set integrity handling for uplink
The solutions for PDU set integrity handling studied by SA2 focus on DL transmissions at the moment. However, UL AR traffic has traffic characteristics similar to these of DL XR traffic, as described in [1], and UL AR traffic can also adopt the PDU set concept. Besides, the description of Key issue #4 in [4] clearly says the key issue includes “What information needs to be provided to the RAN and/or UPF to support PDU Set integrated packet handling in both the downlink and uplink direction.” In order to achieve a unified experience in both DL and UL directions for XR services, we suggest RAN2 to study UL PDU set integrity handling.
Proposal 4: RAN2 should study UL PDU set integrity handling.
Currently, the UE can inform the gNB about the arrival of new data as well as the data volume via BSR/SR. BSR MAC CE contains information about the data volume per LCG. However, it should be noted that for UL XR traffic, there may be multiple PDU sets buffered in one LCH at the same time due to the following reasons:
1. The PDB for UL XR traffic can be much larger than the frame periodicity as shown in [1]. For example, for an AR traffic the required PDB may be equal to 30 ms while its periodicity may be 8.33 ms (for a video with frame rate of 120 fps). 
2. There may be multiple PDU sets within one data burst, e.g. in slice-based model. 
Observation 1: For UL XR traffic, there may be multiple PDU sets buffered in one LCH at the same time.
Due to these reasons, RAN node does not have to finish the scheduling of the previous PDU sets/data bursts before the arrival of subsequent PDU sets/data bursts at the UE. In consequence, multiple PDU sets/data bursts arriving at different traffic periods may be buffered in the same LCH at the same time. Since those PDU sets/data bursts have the same PSDB requirement but arrive at different time, they have different remaining delay budgets. According to the current per LCG reported BSR, the network only knows the total data volume of the LCG. Even if an LCG contains only a single LCH, the network lacks the information of the accurate data volume for a data burst, in particular because according to the UL AR traffic characteristics, the data volume varies for each burst. The consequence is that the network is not aware of how many resources shall be scheduled in time to finish the transmission of the PDU sets within the data burst before exceeding the PSDB. Then, it would be difficult for the network to guarantee PSDB without finer granular data volume information.
Observation 2: With the current BSR framework, it would be difficult for the network to guarantee the PSDB without finer granular data volume information.
Furthermore, according to the traffic model evaluated in RAN1 in Rel-17, PDU set arrives with an unpredictable jitter, which may follow a truncated Gaussian distribution with truncated range of [-4, 4]ms. In such case, it is hard for the network to derive the remaining delay budget for specific data bursts. Lack of accurate remaining delay budget information will also incur difficulties for the network to guarantee PSDB.

Based on the above analysis, we suggest RAN2 to study whether and how RAN node should obtain more accurate data volume as well as latency information for an uplink PDU sets or a data bursts buffered in the UE, in order to guarantee XR application QoS requirements, e.g. PSDB.
Proposal 5: RAN2 to study whether and how RAN node should obtain more detailed data volume and latency information of the data buffered at the UE, e.g. at the level of uplink PDU set or data burst, in order to guarantee XR application QoS requirements.
Furthermore, LCP procedure is used by a UE to allocate uplink resources of an UL grant to LCHs considering LCH priorities as well as fairness. The current LCP procedure does not consider the remaining time budget for packets. In consequence, this may lead to a situation where the successfully transmitted packets are not useful to the application due to being outdated. Such situation could be avoided if the UE allocated resources to the packets for which the remaining delay budget is low compared to other packets. 
Based on the above considerations, we propose RAN2 to study whether the current LCP procedure is sufficient for ensuring UL PDU set integrity and consider the potential enhancements in this area, e.g. by considering remaining PDB during LCP procedure. 
Proposal 6: RAN2 to study whether/how the current LCP procedure should be enhanced to ensure UL PDU set integrity for XR services.
4. Differentiated PDU set handling at RAN
From the perspective of the current end-to-end 5G QoS model, service data flows with different QoS requirements can be categorized into different QoS flows via packet filter sets. At RAN side, various QoS flows can be further mapped to different DRBs to achieve differentiated handling on the air interface. A DRB with specific configurations can provide a certain level of QoS guarantee to its served QoS flows.
Observation 3: Currently, RAN can provide differentiated packet handling for QoS flows by mapping them to separate DRBs.
Currently, a service data flow can be identified with IP 5-tuple (source IP address, source port, destination IP address, destination port, transport protocol). But for an XR service, the IP packets in different PDU sets have the same IP 5-tuple as, even though they carry data of various importance (e.g. I-frames and P-frames), they are still part of the same data stream. PDU sets with different QoS requirements will be then categorized into the same QoS flow according to the current QoS model utilizing the IP 5-tuple. Thus, some enhancements to the current QoS model are considered by SA2. 
In the consolidated solution #52 captured in [4], several potential options on how to provide importance information of a PDU set to RAN are summarized. The following options are captured:
	3.
UPF provides the above PDU Set related information (listed in bullet #1) to the RAN.


For PDU Set importance:


Options for further study:


Option 1: UPF classifies the DL traffics into different QoS Flows based on PDU Set importance (solution 10, 14, 24, 26).


Option 2: UPF classifies the DL traffics into different sub-QoS Flows based on PDU Set importance (solution 17, 18).


Option 3: UPF adds PDU Set importance into GTP-U header (solution 7, 11, 14, 15,17, 18, 19, 22).


As can be seen, whether PDU sets with different importance can be separated into different QoS flows or will be carried by the same QoS flow is still under discussion in SA2. Depending on which option will be chosen by SA2 eventually, there may be different impacts on differentiated PDU set handling at RAN. If SA2 determines to categorize PDU sets with different priorities into separate QoS flows, the legacy QoS flow to DRB mapping scheme at RAN can be reused to realize RAN side differentiated PDU set handling. However, if SA2 decides that these PDU sets will be carried in the same QoS flow, e.g. Option 2 or Option 3 in the above table, RAN will need to introduce mechanisms to provide differentiated handling for the packets within the same QoS flow, which is not supported yet.

Observation 4: The detailed RAN impacts of differentiated PDU set handling depends on how SA2 provides the PDU Set importance information to RAN, e.g. via separating DL packets into different QoS flows, or via the single QoS flow but with importance information attached in the GTP-U header of each PDU.
Regardless of how SA2 provides the PDU Set importance information to RAN, a traditional and simple solution to perform differentiated handling at RAN is to serve PDU sets through distinguished logical channels with different configurations, e.g. with different LCH priority, different LCP restrictions and so on. Besides, RAN can provide higher reliability to more important PDU sets through PDCP duplication. Thus, we think that in order to provide differentiated PDU set handling at RAN, PDU sets with different importance can be served via distinguished logical channels, or via different number of logical channels.
Proposal 7: In order to enable differentiated PDU set handling at RAN, PDU sets with different importance can be served via different logical channels. 
Since SA2 has not made their final decision on how to provide PDU Set importance to RAN, we propose that the detailed design on how to distinguish PDU set with different importance into different logical channels or different number of logical channels at RAN can wait for SA2’s further conclusion. What we can conclude at the moment, is that such information needs to be somehow known to RAN.
Proposal 8: The importance or priority information of a PDU set should be provided to RAN from CN.
Proposal 9: Detailed design on how to serve PDU sets with different importance via distinguished logical channels or different number of logical channels can wait for SA2’s further conclusion.

SA2 solutions to provide the importance information of each PDU set to RAN are only suitable for downlink. Another issue that needs to be discussed is whether differentiated PDU set handling at RAN is applied for DL only, or we also need to take UL direction into account.

In Rel-17, RAN1 has investigated the uplink traffic model for XR traffic. As shown in sub-clause 5.5.2 of [1], we can find that at least for UL AR traffic, it has both I stream and P stream. As clarified by the Note in sub-clause 5.5.2.4, the I/P-stream model for DL video can be reused for UL video for AR use case. UL XR traffic has similar traffic characteristics to that of DL XR traffic. Hence, in UL AR traffic, different PDU sets may still have different importance. In order to address AR use case properly, RAN2 needs to study differentiated PDU set handling for UL, in addition to DL direction.
Proposal 10: Study differentiated PDU set handling for both DL and UL directions.
5. Conclusion

In this contribution, we have made analysis on XR-specific handling at RAN and shared our views on this topic. The following observations and proposals were made:
Observation 1: For UL XR traffic, there may be multiple PDU sets buffered in one LCH at the same time.
Observation 2: With the current BSR framework, it would be difficult for the network to guarantee the PSDB without finer granular data volume information.
Observation 3: Currently, RAN can provide differentiated packet handling for QoS flows by mapping them to separate DRBs.
Observation 4: The detailed RAN impacts of differentiated PDU set handling depends on how SA2 provides the PDU Set importance information to RAN, e.g. via separating DL packets into different QoS flows, or via the single QoS flow but with importance information attached in the GTP-U header of each PDU.
Proposal 1: In order to handle DL PDU set integrity at RAN, RAN node needs to know at least the PDU set SN and End PDU of each PDU set.

Proposal 2: In order to meet XR application QoS requirements, RAN node needs to know the PDU set delay budget (PSDB) and PDU set error rate (PSER) requirements.

Proposal 3: How the PDU set level assistance information is used by RAN should be up to the network implementation and does not have to be specified.

Proposal 4: RAN2 should study UL PDU set integrity handling.
Proposal 5: RAN2 to study whether and how RAN node should obtain more detailed data volume and latency information of the data buffered at the UE, e.g. at the level of uplink PDU set or data burst, in order to guarantee XR application QoS requirements.
Proposal 6: RAN2 to study whether/how the current LCP procedure should be enhanced to ensure UL PDU set integrity for XR services.
Proposal 7: In order to enable differentiated PDU set handling at RAN, PDU sets with different importance can be served via different logical channels. 
Proposal 8: The importance or priority information of a PDU set should be provided to RAN from CN.
Proposal 9: Detailed design on how to serve PDU sets with different importance via distinguished logical channels or different number of logical channels can wait for SA2’s further conclusion.

Proposal 10: Study differentiated PDU set handling for both DL and UL directions.
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