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1. Introduction
Rel-18 SID on NR XR Enhancements has the following objective on XR-specific capacity improvements [1]:

	Objectives on XR-specific capacity improvements (RAN1, RAN2):

· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:

· SPS and CG enhancements;

· Dynamic scheduling/grant enhancements.


In this contribution, we discuss the potential enhancements for capacity improvements for XR applications/services. 

2. Discussion
During Rel-17 SI [2], the traffic models for different XR applications (AR, VR and cloud gaming) were defined and the performance evaluations for capacity in DL and UL were performed in RAN1.  

From the discussions on traffic models, the XR traffic in DL is characterized by high and variable PDU sizes (e.g. due to video I-frames, P/B-frames), high number of PDUs per frame, quasi-periodic periodicity (e.g. due to video/media frame rate and jitter), and multiple flows per application. In UL, the XR traffic is characterized by high periodicity (e.g. for pose/control data), high data rate (e.g. for AR video), and multiple flows per application (e.g. pose, video, audio). The XR traffic in both DL and UL requires satisfying stringent QoS in terms of high data rate (e.g. 45Mbps), low latency (e.g. 10ms PDB) and high reliability (e.g. 99% success rate) for ensuring user satisfaction. From the evaluations performed in RAN1 during Rel-17 [2], achieving high system capacity with XR traffic in UL and DL in different deployment scenarios (e.g. InH, DU) is extremely challenging. 
Observation 1:
Achieving high system capacity in UL and DL when supporting XR traffic in different deployment scenarios (e.g. InH, DU) is extremely challenging
In the previous RAN1#109e meeting [3], the following agreements were made on studying capacity improvement techniques based on enhancements for SPS/CG and DG transmissions: 

	Agreement

To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:

· Study enhancements related to support of multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.

Follow the common principle for assessment of the candidate capacity enhancement technique
Agreement

To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:

· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion

· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.

· Follow the common principle for assessment of the candidate capacity enhancement technique.



While the agreements provide a starting point for identifying the solutions for capacity improvement, the aspects related to how the XR-specific traffic patterns can be accounted at the scheduler when allocating 

SPS/CG and DG resources and the impacts on procedures and signalling should be discussed in RAN2. 
One of the key XR-specific aspects is on the handling and delivery of data in the form of PDU sets. In SA2 TR 23.700-60 [4], the PDU Set is defined as follows:

	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.


From the definition above, a PDU set can consist of several inter-dependent PDUs which are associated at the application layer (e.g. multiple PDUs associated with a video/media frame). The number of PDUs per PDU set, and the payload sizes of each PDU in a PDU set can vary depending on the techniques (e.g. codec) applied at application layer. When considering scheduling mechanisms for improving capacity, how the PDU set can be accommodated at the AS layer during UL and DL transmissions should be studied. 
The QoS framework when handling PDU sets can be different compared to the legacy per-flow or per-PDU QoS. The latency metric considered for PDU set is PDU set delay bound (PSDB) and for reliability the metric is PDU set error rate (PSER) [4]. The PSDB is defined as an upper bound for the time that a PDU Set may be delayed between the UE and the UPF in network. PSER is defined as an upper bound for the rate of PDU-Sets that have been processed by the sender of a link layer protocol (e.g. RLC) but where all of the PDUs in the PDU-Set are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP). In essence, new PDU set level QoS requirements may be used for handling the transmissions of PDU sets. 
Proposal 1:
Study mechanisms at AS layer for handling PDU sets during DL and UL transmissions
2.1 Handling transmission of PDU sets 

From the descriptions on PDU set, the video encoder at the application server or UE may generate different types of video frames (e.g. I-frame, P/B-frame) at a particular frame rate (e.g. 60fps, 90fps). The generated video frames or the corresponding PDU sets may consist of variable number of PDUs or payload sizes at each periodic occasion, depending on the type of codec applied and the frame type.  

Observation 2:
PDU sets generated at each periodic occasion can consist of variable number of PDUs or payload sizes per PDU set
Additionally, due to data processing and congestion in network, the data transmissions in DL can be impacted by jitter. This can cause delay during transport of PDUs within a PDU set (e.g. intra-PDU set jitter) and across different PDU sets (e.g. inter-PDU set jitter). Specifically, in the case of intra-PDU set jitter, the PDU set boundary corresponding to the arrival time of the first PDU and last PDU of a PDU set may vary instead of arriving periodically in a burst aligned with the frame generation periodicity. Likewise, for inter-PDU set jitter, the arrival time of different PDU sets may vary from one another instead of following the frame generation periodicity. 
Observation 3:
Due to data processing and congestion in network PDU set transmissions in DL are impacted by intra-PDU set jitter and inter-PDU set jitter
During UL transmissions, the generation and processing of different types of video frames at the codec/application (e.g. for AR applications) at UE can result in inter-PDU set jitter. For example, the generation/processing of different types of frames, can cause some PDU sets associated with base video frames (e.g. I-frames) to incur longer delays compared to differential frames (e.g. P-frames), hence causing inter-PDU set jitter. While the impact of jitter is more prominent in the DL, due to processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible.   
Observation 4:
Due to application processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible
Regarding scheduling of PDU sets, the key issues to be addressed are how to ensure the inter-dependencies between the PDUs of PDU sets are maintained and meet the PDU set level QoS (e.g. PSDB, PSER) during data transmissions considering PDU set aspects such as different types of PDUs sets, variable payload sizes and jitter. 
DG enhancements for handling PDU sets

The use of DG provides flexible allocation of resources during UL transmissions while accounting for variable payload sizes and jitter. In legacy procedure, the UE triggers SR and sends BSR indicating the amount of payload available in the buffer when requesting for DG. For PDU sets, whether similar mechanism based on triggering of SR/BSR can be used for meeting the PDU set level QoS with DG should be investigated. Triggering BSR periodically based on the arrival of PDU sets and receiving the DG in DCI can result in high signalling overhead. For PDU sets with large payload PDU sizes, it is possible that the BSR may be triggered more frequently for requesting multiple DGs. In the case when there is jitter, where some of the PDUs/PDU sets may arrive later than others, triggering BSR based on PDU arrival as in legacy procedure can result in not only high overhead but possibility of not meeting the PSDB due to DG scheduling latency.  
Observation 5:
When handling PDU sets, triggering BSR based on data arrival as in legacy procedure can result in not only high overhead but possibility for not meeting the PSDB due to DG scheduling latency
For minimizing the scheduling latency and overhead when transmitting PDU sets, it can be useful for the scheduler to be aware of the traffic pattern of the PDU sets for allocating the DG at suitable timings. For example, when the UE becomes aware of the traffic pattern associated with the PDU set (e.g. number of PDUs of PDU set, total payload size, PSDB, expected arrival time of last PDU) based on markings in some of the first PDUs of the PDU set (e.g., header of first PDU in PDU-set), such info can be provided to the gNB in a BSR associated with PDU set. The gNB can then allocate the DGs at different time instances with a pattern aligned with the timings when the PDUs of PDU sets are expected to arrive and be ready for UL transmission. In the case when the UE detects changes in the traffic pattern (e.g. delayed arrival of some PDUs, change in PDU payload sizes due to rate adaptations/adjustments), the UE may trigger an update indication (e.g. update BSR) to inform on the updated traffic status (e.g. on remaining PDU(s) to be transmitted, remaining latency) so that the gNB could modify the DG allocation.       
Proposal 2:
Support mechanism for UE to provide in a BSR the traffic pattern info associated with PDU sets when requesting for DG request
Proposal 3:
Study the contents of the BSR associated with PDU set (e.g. number of PDUs of PDU set, expected arrival time of last PDU in PDU-set) that can be sent by UE to gNB
CG enhancements for handling PDU sets

As an alternative to DG, configuring the UE with CG can be useful for performing periodic UL transmissions such as pose/control data and video traffic. CG also allows minimizing the overhead (e.g. by avoiding SR/BSR) during each data transmission occasion. In legacy procedures, CG can be configured via RRC and activated based on the knowledge of traffic pattern at gNB. In this case, the parameters of CG (e.g. periodicity, start offset, grant size per occasion) can be configured in UE to align with the traffic pattern. However, when handling PDU sets, whether/how legacy CG can be applicable should be discussed. Specifically, the key issues related to CG configuration/parameters that should be investigated for handling PDU sets are:
· Mismatch between the grant size (e.g. number of PUSCHs) per CG occasion and the PDU set size 
· Mismatch between the start timing of each CG occasion and the PDU set arrival

As discussed in earlier section, the PDU set size (e.g. total payload sizes of PDU set) may vary in each periodic occasion due to application layer factors (e.g. type of video frames). When CG is configured semi-statically to handle UL transmissions, there is a likelihood of the CG grant sizes to be either insufficient or more than necessary, especially when handling PDU sets with large standard deviation in the payload sizes. Any reconfiguration to CG parameters (e.g. grant sizes) via RRC signalling can cause additional latency. For ensuring that the CG grant sizes are not under-provisioned or overprovisioned, mechanisms for supporting adaptations to the CG configuration/parameters should be studied. 
When PDU sets are generated at a video frame rate (e.g. 60 fps, 120 fps), the non-integer periodicity results in misalignment with the integer periodicity of the CG configuration. As a result, the periodic occasions of the CG configuration should be adjusted to realign with the XR traffic pattern. On the other hand, the arrival of the PDU sets from higher layers may also be impacted by jitter. Depending on how close the PDU sets arrive with respect to the periodic CG occasions, certain adjustments may be needed for realignment. In both cases, additional latency is incurred when the adjustments are done via RRC signalling. In this case, how to support adjustments to the periodic occasions of the CG configuration with low latency and low overhead should be discussed.
As the source of XR traffic, the UE can have visibility of the ongoing and expected traffic to be handled in UL (e.g. video data, pose/control data) and as such, may be in a good position to provide info regarding the traffic pattern to the gNB as assistance information. The assistance info related to traffic pattern, including the expected payload sizes of PDU sets, periodicity, jitter range and number of correlated flows, can be useful for the gNB to decide on how to configure and modify the CG resources. In legacy procedures, the UE can be configured to report the SL traffic pattern for periodic traffic. A similar mechanism for reporting the traffic pattern on Uu link can be discussed. Since the UL traffic at UE may change semi-statically (e.g. over a number of occasions) or dynamically, the traffic pattern info provided by CN to gNB may become outdated soon. As such, the UE can be configured to report the traffic pattern to gNB in one-shot (e.g. via RRC), periodically or dynamically (e.g. in MAC CE) so that the gNB can have the latest traffic pattern info for making any adaptations to the CG resources.

Proposal 4:
Support UE reporting XR traffic pattern info (e.g. on PDU sets) to gNB
Proposal 5:
Study mechanism on how the UE can send XR traffic pattern info to gNB (e.g. as one-shot, periodic, dynamic reporting)
Proposal 6:
Study the contents of the XR traffic pattern info (e.g. payload sizes of PDU sets, periodicity, jitter range, number of correlated flows) that can be reported by UE to gNB
To address the mismatch between the grant sizes and PDU set sizes as well as timing misalignments, the UE can be configured with a CG configuration with multiple adaptable parameters (e.g. multiple grant sizes for scheduling multiple TBs, multiple start offset values) per CG occasion. Alternatively, the UE can be configured with multiple CG configurations, each with a different set of parameters (e.g. different start offsets). The UE can also be configured to monitor any changes to the traffic pattern on variable payload sizes, mismatch in periodicity or jitter. Based on monitoring, the UE can send feedback to gNB with info on whether to increase/decrease the grant sizes (e.g. increase or skip some PUSCH slots) in some CG occasions and/or whether to advance/delay the CG occasions (e.g. change start offset values). To enable flexible adaptations to the CG configurations such information can be sent by UE via MAC CE, for example. The gNB can then indicate to UE any of the resulting modifications to the CG configurations/parameters.      
Proposal 7:
Support mechanisms for adapting CG configurations/parameters based on changes to XR traffic patterns
Proposal 8:
Support configuring the UE with multiple CG configurations/parameters (e.g. multiple PUSCH slots per CG occasions).
Proposal 9:
Support UE sending an indication to gNB (e.g. in MAC CE) to request for adapting preconfigured CG configurations/parameters based on certain conditions (e.g. when detecting changes to XR traffic patterns)
In another approach, when the UE is configured with CG (e.g. fixed periodicity, fixed grant size per occasion), any of the adaptations to the resources according to the traffic pattern may be handled by triggering request for DG (e.g. via SR/BSR). For example, when the PDU set payload size is larger than the CG grant size accommodate, the UE may trigger request for DG to augment the CG resources. Similar DG request may be sent when a PDU set arrives much earlier than the next CG occasion. In both cases, how to trigger the request for DG in a timely manner such that the allocated DG and CG resources are sufficient and properly aligned for meeting the PDU set level QoS should be discussed. It is also beneficial to study how to control the number of requests for DG when configured with CG for minimizing overhead. 
Proposal 10:
Study mechanism for triggering request for DG when the UE is with configured CG resources based on certain conditions (e.g. when CG resources are unable to accommodate XR traffic pattern changes)
2.2 Supporting multiple XR traffic flows/patterns 
During Rel-17 SI [2], performance evaluations for XR applications with multiple flows indicated a significant drop in capacity in both DL and UL compared to applications with single flow. This is due to the increase in total traffic load per UE and the need to support multiple QoS for different traffic flows (e.g. high periodicity for pose/control data and high throughput + low latency for video data for UL AR). 

In TR 23700-60 [4], multi-modal data corresponding to supporting multiple flows is defined by SA2 as:
	Multi-modal Data: Multi-modal Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.


For multi-modal XR applications such as AR with multiple flows (e.g. video flow and pose/control flow), the application layer may require the PDU sets in different flows to be received within a synchronization time window to jointly perform processing and rendering. Such time window can introduce some inter-dependency between the flows. In SA2, the synchronization time window is modelled as an application layer-based media synchronization and discussed under Key issue 2 in TR 23.700-60 [4]. 

When handling multiple traffic flows/patterns, similar issues related to variable PDU set sizes, non-integer periodicity and jitter, as discussed in earlier section applies. However, since the PDU sets in different flows may be handled and delivered independently at the AS layers, it is possible that inter-flow delay may be introduced where the PDU sets may arrive at the UE (in DL) or application server (in UL) with different latencies.
To address this issue, in addition to the per-flow QoS that each flow is required to fulfil independently, certain coordination is needed at the AS layers to ensure that the PDU sets in different flows arrive within a maximum inter-flow delay value. The maximum inter-flow delay can be represented as a joint QoS requirement corresponding to the synchronization time window that different flows must fulfil jointly during transmission. In this case, when mapping PDU sets from different correlated flows to the same or different DRBs based on the QFI or PDU set-level QoS markings (e.g. at SDAP sublayer), the lower sublayers (e.g. PDCP, RLC, MAC) in the DRBs should ensure that the PDU sets are transmitted within the maximum inter-flow delay. When the PDU sets corresponding to the different correlated flows are buffered in different LCHs, scheduling and multiplexing of the PDU sets can be performed such that the delay difference during transmission of the PDU sets is within the maximum inter-flow delay. 
Proposal 11:
Support mechanisms at AS layers for supporting the transport of PDUs/PDU sets in different correlated flows within a maximum inter-flow delay (e.g. synchronization time window)
Another approach that can be considered for ensuring synchronized transmission of the PDUs/PDU sets in correlated flows can be based on CG adaptations for aligning the CG parameters (e.g. grant sizes, start time offsets, periodicities) with the traffic patterns in multiple flows. Similar to the discussion in previous section, the UE can be configured with one or multiple CG configurations associated with handling the transmissions in multiple flows. Using multiple CG configurations for multiple flows can be beneficial for load balancing and for allowing modifications to be made flexibly to any of the impacted CG configuration. When changes to the traffic patterns in any of the correlated flows are detected by UE, the UE can send feedback to the network (e.g. in MAC CE) to request modifications to the configured CG parameters (e.g. increase/decrease PUSCH or advance/delay CG occasions) such that the data in the correlated flows is not delayed from one another.  
Proposal 12:
Support configuring multiple CG configurations for handling XR traffic in multiple flows
Proposal 13:
Study mechanisms to adapt CG parameters (e.g. grant sizes, start time offsets, periodicities) for aligning with changes to the XR traffic pattern in multiple correlated flows
For DG based scheduling, whether and how DG resources can be requested for minimizing inter-flow delay when transmitting PDUs/PDU sets in multiple correlated flows should be studied. For example, based on the arrival of data in different correlated flows, the UE can trigger SR/BSR so that DG resources can be allocated while ensuring the delay between the PDUs/PDU sets in different flows is within the inter-flow delay value. In some scenarios, the UE may trigger request for DG resources for prioritizing the transmission of PDUs in a flow that may be lagging the PDUs in another correlated flow.   
Proposal 14:
Study mechanism for requesting DG resources for minimizing inter-flow delay when handling XR traffic (e.g. PDU sets) in multiple correlated flows
In a multi-UE scenario, the XR application may be hosted in one of the UEs which may be the designated anchor UE assigned with coordinating transmissions among UEs involved in the XR experience. When handling multiple UEs, similar issues to multi-modal XR with multiple flows may arise (e.g., variable PDU-set sizes, non-integer periodicity and jitter causing misalignment in traffic arrival between the multiple flows). Additionally, there is a need to ensure the different flows generated by multiple UEs are received within a time window so that they can be processed together at the application. Some coordination by the anchor UE may be required to ensure that PDU-Sets in different flows generated by different UEs arrive within a maximum inter-flow/inter-UE delay value. The anchor UE may send requests to the gNB associated with the other UEs to coordinate the periodic (CG configurations) and dynamic (DG resource requests) allocation of resources to the other UEs. This approach may also be beneficial to control the number of individual requests for DG and the number of changes to individual CG configurations for minimizing the overall overhead.
Proposal 15:
Study mechanism to support adaptations to CG configurations and DG resources for multiple UEs involved in one XR experience
Conclusion
In this contribution, the following observations were made: 
Observation 1:
Achieving high system capacity in UL and DL when supporting XR traffic in different deployment scenarios (e.g. InH, DU) is extremely challenging
Observation 2:
PDU sets generated at each periodic occasion can consist of variable number of PDUs or payload sizes per PDU set
Observation 3:
Due to data processing and congestion in network PDU set transmissions in DL are impacted by intra-PDU set jitter and inter-PDU set jitter
Observation 4:
Due to application processing and handling of different types of video frame the presence of inter-PDU set jitter in UL is non-negligible
Observation 5:
When handling PDU sets, triggering BSR based on data arrival as in legacy procedure can result in not only high overhead but possibility for not meeting the PSDB due to DG scheduling latency
Based on these observations, the following conclusions were made:
Proposal 1:
Study mechanisms at AS layer for handling PDU sets during DL and UL transmissions
Proposal 2:
Support mechanism for UE to provide in a BSR the traffic pattern info associated with PDU sets when requesting for DG resources
Proposal 3:
Study the contents of the BSR associated with PDU set (e.g. number of PDUs of PDU set, expected arrival time of last PDU in PDU-set) that can be sent by UE to gNB
Proposal 4:
Support UE reporting XR traffic pattern info (e.g. on PDU sets) to gNB
Proposal 5:
Study mechanism on how the UE can send XR traffic pattern info to gNB (e.g. as one-shot, periodic, dynamic reporting)
Proposal 6:
Study the contents of the XR traffic pattern info (e.g. payload sizes of PDU sets, periodicity, jitter range, number of correlated flows) that can be reported by UE to gNB
Proposal 7:
Support mechanisms for adapting CG configurations/parameters based on changes to XR traffic patterns
Proposal 8:
Support configuring the UE with multiple CG configurations/parameters (e.g. multiple PUSCH slots per CG occasions).
Proposal 9:
Support UE sending an indication to gNB (e.g. in MAC CE) to request for adapting preconfigured CG configurations/parameters based on certain conditions (e.g. when detecting changes to XR traffic patterns)
Proposal 10:
Study mechanism for triggering request for DG when the UE is with configured CG resources based on certain conditions (e.g. when CG resources are unable to accommodate XR traffic pattern changes)
Proposal 11:
Support mechanisms at AS layers for supporting the transport of PDUs/PDU sets in different correlated flows within a maximum inter-flow delay (e.g. synchronization time window)
Proposal 12:
Support configuring multiple CG configurations for handling XR traffic in multiple flows
Proposal 13:
Study mechanisms to adapt CG parameters (e.g. grant sizes, start time offsets, periodicities) for aligning with changes to the XR traffic pattern in multiple correlated flows
Proposal 14:
Study mechanism for requesting DG resources for minimizing inter-flow delay when handling XR traffic (e.g. PDU sets) in multiple correlated flows
Proposal 15:
Study mechanism to support adaptations to CG configurations and DG resources for multiple UEs involved in one XR experience
References
[1] 
RP-220285, New SID on XR Enhancements for NR, RAN#95e, Mar. 2022.

[2] 
3GPP TR 38.838, “Study on XR (Extended Reality) Evaluations for NR (Release 17), Dec. 2021
[3]
RAN1 chairman notes, RAN#109e, May 2022

[4]
3GPP TR 23.700-60, “Study on XR (Extended Reality) and media services (Release 18), v0.3.0, May 2022

1/4


