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1	Introduction
RAN#95 approved a Study on XR Enhancements for NR with the following objectives [RP-220285]:
	4.1	Objective of SI or Core part WI or Testing part WI
The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements.
· Dynamic scheduling/grant enhancements. 



This contribution provides an overview of SA2 XR and Media Services Study Item (Updated SID: SP-220705, Technical Report: TR 23.700-60) work related to XR Awareness, trying to highlight the key aspects from RAN perspective. 
2	Key Issues Relevant for RAN
SA2 TR 23.700-60 includes the following Key Issues relevant for RAN XR Awareness:
-	Key Issue #1: Policy control enhancements to support multi-modality flows coordinated transmission for single UE.
-	Key Issue #2: Support the Application Synchronization and QoS Policy Coordination for Multi-modal Traffic among Multiple UEs
-	Key Issue #3: 5GS information exposure for XR/media Enhancements
-	Key Issue #4: PDU Set integrated packet handling
-	Key Issue #5: Differentiated PDU Set Handling
Below is a short summary of each Key Issue and characteristics of the solutions agreed in the TR 23.700-60 by SA2#151 with emphasis on the potential RAN related impacts. Key Issues 1+2 and 4+5 are summarized together as they are tightly coupled.
2.1	5GS information exposure for XR/media Enhancements (Key Issue 3)
2.1.1	Background
Modern real-time applications are increasingly adaptive for the bitrate, loss and delay available in the network. They do this, e.g., by increasing/decreasing their video frame rate or picture quality. The applications may have, e.g., a certain minimum bitrate they can tolerate or a maximum bitrate they can support, but quite often can operate with many different bitrates in between. Keeping latency low at any bitrate is however vital. Traditionally adaptation has been based on packet loss and delay measurements by the application or the transport protocol (TCP, QUIC, RTP/RTCP) it uses that do not require any specific support in the network, but optimization based on more advanced interaction with the network can improve it significantly.   
2.1.2	Description 
The KI is about how 5GS and an Application may interact or how 5GS may exposure information to the Application about the 5GS status (e.g., congestion) to enable the Application to do codec/rate adaptation.
2.1.3	Solutions
There are altogether 10 solutions included in the SA2 TR. They differ from each other both based on what is exposed to the Application and how it is done. On the high level at least these solution categories exist:
-	Solutions which are based on the IETF Low Latency, Low Loss, Scalable Throughput (L4S) Internet service architecture which is based on the IP Early Congestion Notification (ECN) mechanism: 
-	In those solutions congestion exposure or application rate adaptation happens via marking of the IP header ECN bits of the application traffic and performing queue or rate management in compliance with IETF specifications. The ECN IP header marking is based on congestion status in the RAN but the solutions explore different options on which entity actually performs it, e.g.: 
-	gNB;
-	UE based on lower-layer indication set and sent by gNB;
-	UPF based on indication set and sent by gNB
-	Application or transport protocol sender reacts (e.g., reduces it sending rate) to the markings feedback from the application or transport protocol receiver as specified in the IETF. 
-	Solutions which are based on 3GPP network exposure framework:
-	In these solutions the congestion exposure or application rate adaptation happens by sending the Application (Function) information via 3GPP exposure APIs. The congestion or other information exposed originates from the RAN, but can be propagated or exposed in different ways:
-	One approach is that congestion information is carried over User Plane (GTP-U) from RAN to UPF, from where it can be exposed either via the Control Plane (SMF/PCF/NEF) or directly to an Application Function. The RAN to UPF User Plane based Congestion exposure may be similar or identical to L4S/ECN gNB to UPF exposure option.
-	Another approach is that the congestion information is carried from RAN to CN via Control Plane (AMF/SMF) and exposed via Control Plane (PCF/NEF) to an Application Function. 
-	At least one solution proposes to use NWDAF for estimation.
-	In these solutions the exposed information is not limited to pure congestion feedback but depending on the solution may include additional information such as e.g., data rate, round-trip delay, QoS estimate or data rate interruption event.
The L4S/ECN based solutions and the 3GPP network exposure framework based solutions may co-exist in a given network and be even used by the same Applications.
The following table which was included in the SA2 XRM SI July Conference Call materials further summarizes the different individual solutions:
	No.
	Exposure information
	Solution description

	#41
	congestion level
	Use of ECN bits in NG-RAN for L4S

	#46
	congestion information
	For UL, UE/gNB can do congestion detection, and ECN marks, 
UE/gNB can do congestion detection, and set the information in IP header or GTP-U header, the UPF do the ECN marks.
For DL, gNB sets ECN marks in the PDU IP header;
gNB sets in the PDCP/RLC header, UE copies the ECN marks over to the IP PDU header. 
gNB transmits congestion information in the GTP-U header, sending to UPF. The UPF translates congestion into ECN marks, set finally in the IP PDU header of subsequent downlink packets. 

	#5
	UE data rate, normal data transmission interruption event, congestion information
	subscribe:AF-NEF-PCF-SMF-RAN+UPF
Notify: 1)RAN/UPF(-NEF)-AF;2)RAN/UPF-SMF-PCF(-NEF)-AF
Exposure UE data rate, normal data transmission interruption event, congestion information to enable application codec/rate adaptation.

	#43
	Congestion level information, QNC
	Option1:without ECN; subscribe: AF-NEF-PCF-SMF-RAN/UPF; notification: RAN-UPF-AF
Option2:with ECN; RAN-UPF(ECN marking)-UE
XR application server could adjust media codec/traffic rate to adapt to network conditions

	#6
	non-GBR QNC
	there is available mean bitrate of non-GBR flow. RAN can report change of available mean bitrate when it is over a threashold.
report: RAN-AMF-SMF-PCF(-NEF)-AF
control: AF(-NEF)-PCF-SMF-AMF-RAN

	#48
	QNC of GBR and non-GBR
	As suggested in solution 6, a similar QoS Notification mechanism for GBR and non-GBR QoS Flows is needed. Therefore, in the case of XRM services the QoS Notification message may be used by the RAN to indirectly instruct the application to increase or reduce the codec rate or use a specific codec rate.
notification: RAN-AMF-SMF-PCF-NEF-AF

	#44
	QNC
	the NG-RAN has its own logical to control the number of the QNC message to 5GC. The AF provided AW only control the latency from the GFBR measurement to generating the QNC message, it does not control/determine the number of QNC to be generated by the NG-RAN.
subscribe:AF(-NEF)-PCF-SMF-RAN
Notify: RAN-AMF-SMF-PCF(-NEF)-AF

	#42
	round-trip delay
	Subscribe:AF-NEF-BSF-PCF-SMF-UPF; Notify: RAN-UPF-NEF-AF
There are two possible cases for round-trip delay monitoring. 
- The UL and DL traffic be within the same QoS flow. RTT can be measured;
- The main UL and DL traffic are separated into two different QoS flows, e.g. RTT=RAN delay+(CNRTT1+CNRTT2)/2 

	#47
	delay difference, two way delay of data flows
	subscribe: AF-NEF-PCF; exposure: PCF-NEF-AF
Based on the notification and report of the delay status information, the AF can provide the coordinated service requirement to the 5GS for the tactile and multi-modal flows.

	#45
	estimated QoS
	request: AF-NEF-NWDAF-OAM; exposure: NWDAF-NEF-AF
Estimated QoS: the estimated QoS parameters/characteristics (e.g. the bandwidth, packet error rate, etc.) in advance for a period of time and/or for a specific location area. 



Observation 1: In all solutions the congestion or available/dynamic QoS (e.g., data rate, round-trip delay) or event information is generated in the RAN. Different solutions propose different ways how it is exposed to an Application. The main approaches are:
-	IP header ECN marking and compliance with IETF L4S framework which also defines the data sender reaction to markings and assumes low latency delivery for compliant senders. Different options on which entity does the ECN marking have been considered.
-	3GPP network exposure API based exposure of different parameters. From RAN the information is exposed to CN either via UP (to UPF) or CP (via AMF).

2.2	PDU Set integrated packet handling Differentiated PDU Set Handling (Key Issues 4 and 5)
2.2.1	Background
XR applications send application-layer information such as video frames or slices encapsulated in IP packets. Especially for video streams the size of the application- or transport-layer “data units” may far exceed the maximum size of the IP packet (around 1500 bytes). For instance, a single video frame may consist of tens of IP packets and even a video slice (part of the frame) may consist of several IP packets. From the application perspective these packets belong together and should receive some kind of “integrated” or “correlated” treatment from the network. As an example, if H.265 video encoder sends a video slice within a single Network Abstraction Layer (NAL) Unit fragmented to multiple IP packets, if the first IP packet is lost, the rest may not be usable to the video decoder either even if correctly received. In this case can be said that certain packets belong to a set and the packets within the set have certain intra-set dependency with each other. It would be useful if the network were aware of such a set and the type of intra-set dependency. 
The application-layer data units such as video frames or slices may also have dependencies between each other. For instance, a video frame or slice is often encoded using information from an earlier frame, and thus the receiver can only decode it if it also has received that earlier frame. Thus, there are also inter-set dependencies, which would be useful to know in the network.
The application-layer data unit based packet sets may furthermore have different properties from each other. For instance, there are different video frame types, e.g., an “I-frame” carrying a fully independently encoded picture, or a “P-frame” carrying a a picture encoded based on an earlier picture/frame Layered codecs may also produce frames with different relative importance levels, e.g., base layer or enhancement layer frames. If the network was aware of the properties of inter-dependencies between different sets it could also deliver the sets with different priorities or even with different QoS requirements. 
It should be noted that application-layer data unit based packet sets may also be hierarchical. For instance, a video frame consists of multiple video slices. Each frame forms a set, while each slice also forms a set which “belongs” to a specific frame level set. Thus, a single IP packet could be a member of multiple sets.
Finally, modern applications have started to multiplex many different transport or application layer protocols and media stream types into a single UDP/IP traffic flow. For instance, the WebRTC protocol stack can multiplex RTP, RTCP, STUN and DTLS protocols into a single UDP/IP traffic flow, and RTP itself can multiplex, e.g., audio, video and haptic streams into the same “compound” stream. This means that providing QoS differentiation between these different media streams or protocols is no longer possible with the Layer 3 and 4 Packet Detection Rules (PDRs) as traditionally used for QoS flow mappings. The different protocols and media streams can be considered to form distinct packet sets, but perhaps a better notion is that they form distinct sub-flows or member-flows within the overall compound packet flow. Being able to distinguish between the different sub-flows would be useful for the network in order to treat them differently from each other.
It is possible to identify the different protocols, media streams, media or data unit types (such as video frames or slices) and their boundaries and properties by inspecting the protocol headers above UDP/IP. Depending on the protocol and encryption method different amount of information may be identified. From standard protocols at least RTP and QUIC are relevant for XR Services.
2.2.3	Description
These two KIs are about how 5GS can treat IP packetss as sets which have set specific properties and both intra-set and inter-set specific dependencies. Since each IP packet is carried through the 5GS as a PDU, these  This identification and extraction of the PDU Set information requires protocol specific packet inspection on headers above UDP/IP (or TCP/IP, or in special cases perhaps some tunnelling headers) such as RTP or even non-standard protocols. Once the information is extracted it can be carried in a standardized manner within 5GS, especially over GTP-U.
KI#4 focuses on which types of PDU Sets (e.g., video frame and/or slices) and what types of PDU Set “integrated” packet handling mechanisms should be supported in the 5GS. The related questions are how the identification of the PDU Sets and “extraction” of their properties and dependencies is done and how the Set membership, property and dependency information is carried in User Plane (e.g., GTP-U), and what information about the PDU Sets can be provided to UPF or RAN via the Control Plane (possibly provided by the AF). The control plane information may contain for instance PDU Set (type) specific QoS parameters.
KI#5 focuses on differentiated QoS handling on the level of the PDU Sets, e.g., based on the type/importance or inter-set dependency of the Set, which itself is inferred, e.g., from the type, importance and dependencies of the application-layer data units contained in the Set such as the video frames or slices. 
2.2.4	Solution proposals
The SA2 TR includes 10 solutions that address KI#4 (PDU Set integrated handling), 2 solutions that address KI#5 (Differentiated PDU Set handling) and 17 that address both KIs. One category or aspect of the solutions focuses on how PDU Set related information is extracted from protocols above IP:
-	Some of them propose new headers to existing protocols such as TCP, UDP and RTP to help with this;
-	Others explain how this is done with existing (IETF) standard protocol headers such as RTP or RTP payload formats such as for H.265 and H.266.
Majority of the solutions focus on describing how the information extraction happens for downlink traffic flows in the UPF, and that it is carried in 3GPP standardized manner for UPF to RAN using a GTP-U extension header. The solutions differ from each other regarding what information exactly is included in the GTP-U header and how. Uplink direction is not considered in detail in many of the solutions. 
Another aspect that many solutions touch upon is what information about the PDU Set identification and handling can be provided by an Application Function (AF) to the 5GS Control Plane (NEF/PCF) and from there to UPF and RAN.
Solution #52 tries to compare and consolidate the different solutions addressing the GTP-U extension header and the control plane information. A few select principles assumed in Solution #52 relevant to RAN are listed below:
-	RAN receives PDU Set QoS profiles from SMF;
-	PDU Sets are detected in the UPF;
-	UPF marks PDU Sets in GTP-U layer via GTP-U header extension. GTP-U marking is independent from and common to different PDU Set markings between AS and UPF.
The solution also lists different parameters proposed to be carried in a GTP-U extension header in different solutions, such as:
-	Info for intra-PDU Set handling (i.e. KI#4, PDU Set integrated handling).
-	Baseline parameters:
-	PDU Set Sequence number (SN) (solution 7, 8, 9, 11, 12, 14, 19, 20, 21, 22).
-	Start/End PDU of the PDU Set (solution 11, 12, 15, 18, 21, 22).
-	PDU SN within a PDU Set (solution 11, 20, 22).
-	Number of PDUs within a PDU Set (solution 9, 20).
-	Info for inter-PDU Set handling (i.e. KI#5, PDU Set differentiated handling)
-	Baseline parameters:
-	PDU Set importance (solution 7, 11, 14, 15, 18, 19, 22, 24).
-	Parameters for further study:
-	PDU Set dependency (solution 11, 14, 19, 22, 24).
-	Options for further study:
-	Option 1: UPF classifies the DL traffics into different QoS Flows based on PDU Set importance (solution 10, 14, 24, 26);
-	Option 2: UPF classifies the DL traffics into different sub-QoS Flows based on PDU Set importance (solution 17, 18);
-	Option 3: UPF adds PDU Set importance into GTP-U header (solution 7, 11, 14, 15,17, 18, 19, 22).
It also lists the new PDU Set specific QoS parameters proposed in different solutions:
-	Baseline parameters:
-	PDU Set Delay Budget (PSDB) (solution 8, 9, 12, 14, 25, 26);
-	PDU Set Error Rate (PSER) (solution 8, 12, 25, 26).
-	Parameters for further study:
-	Whether to drop a PDU Set in case PSDB is exceeded (solution 8, 22, 24, 25);
-	PDU Set Priority.
Observation 2: Most solutions focus on downlink traffic flows where PDU Set detection/identification and property/dependency extraction takes place in the UPF in various ways. It is assumed UPF marks the PDU Set related information on GTP-U extension header from where RAN obtains it. Different information such as PDU Set sequence number PDU Set size, PDU set start/end marker, PDU Set priority, PDU Set dependency info have been proposed. It is assumed RAN will use this information for “integrated” handling of PDU Sets (i.e., consider the whole set of PDUs not just one) and for differentiated QoS treatment of PDU Sets based on their properties (importance, type, …) and dependencies. Many details are still open on the exact information included and, e.g., if and how Set hierarchies or sub-flows are supported, or if burst information (end of burst) is part of the PDU Set information or an independent parameter.
Observation 3: In most solutions in addition to information RAN receives for Downlink traffic via GTP-U headers, RAN would also receive QoS parameters for PDU Sets such as PDU Set Delay Budget or PDU Set Error Rate or PDU Set (or Burst) periodicity. 
Observation 4: Solutions for PDU Set based packet or QoS handling for Uplink direction are less mature. 
2.3	Multi-modal Traffic (Key Issues 1 and 2)
2.3.1	Background
Many applications, such as tactile and multi-modal applications, transmit multiple traffic flows across the network, such as for an audio stream, a video stream and a stream that carries haptic sensory information. The traffic flows may be terminated at one or more endpoints, for instance the audio and video stream may be processed by VR glasses, while the haptic feedback may be processed by a separate glove or a pad.
The traffic flows are typically related, e.g., they are played out at the endpoint in a synchronized manner. This also means that network should deliver these related flows with a similar delay as much as possible. In light of this, SA2 has defined key issues addressing the enablement of coordinated transmission of multi-modal communication services in 5GS. Specifically, whether and how policy enhancements to policy control to support coordinated handling of the related traffic flows can be enabled as well as whether and how interaction between application and 5GS is needed for QoS policy coordination among the traffic flows both for single UE and multiple UE cases are studied. The scope of the study covers only the control plane enhancements and excludes any impacts on the user plane regarding N3 and N9 interfaces for enabling coordinated delivery of multi-modal traffic.
2.3.2	Description 
This key issues studies how to support coordinated transmission for multi-modality flows with a single UE and study how to enable application synchronization and QoS policy coordination for Multi-modal Data flows among multiple UEs.
2.3.3	Solutions
The few solutions identified by SA2 agree on having an identifier to be provided by the application to the 5GS so that the network can associate a group of traffic flows that constitute the multi-modal service together. Whether and how this information and any other potential information is provided to RAN as well as whether and what RAN can perform by leveraging the provided information is currently under discussion for the upcoming meeting.
Observation 5: Whether and how some information for Multi-modal Traffic is provided to RAN as well as whether and what RAN can perform by leveraging the provided information is currently under discussion for the upcoming SA2 meeting.
3	Conclusion
This documents has made the following observations on SA2 XRM Key Issue #3 (5GS Information Exposure for XR/Media Enhancements) Solutions included in TR 23.700-60:
Observation 1: In all solutions the congestion or available/dynamic QoS (e.g., data rate, round-trip delay) or event information is generated in the RAN. Different solutions propose different ways how it is exposed to an Application. The main approaches are:
1. IP header ECN marking and compliance with IETF L4S framework which also defines the data sender reaction to markings and assumes low latency delivery for compliant senders. Different options on which entity does the ECN marking have been considered.
2. 3GPP network exposure API based exposure of different parameters. From RAN the information is exposed to CN either via UP (to UPF) or CP (via AMF). 
This document has made the following observations on SA2 XRM Key Issue #4 (PDU Set Integrated Packet Handling) and #5 (Differentiated PDU Set Handling) Solutions included in TR 23.700-60:
Observation 2: Most solutions focus on downlink traffic flows where PDU Set detection/identification and property/dependency extraction takes place in the UPF in various ways. It is assumed UPF marks the PDU Set related information on GTP-U extension header from where RAN obtains it. Different information such as PDU Set sequence number PDU Set size, PDU set start/end marker, PDU Set priority, PDU Set dependency info have been proposed. It is assumed RAN will use this information for “integrated” handling of PDU Sets (i.e., consider the whole set of PDUs not just one) and for differentiated QoS treatment of PDU Sets based on their properties (importance, type, …) and dependencies. Many details are still open on the exact information included and, e.g., if and how Set hierarchies or sub-flows are supported, or if burst information (end of burst) is part of the PDU Set information or an independent parameter.
Observation 3: In most solutions in addition to information RAN receives for Downlink traffic via GTP-U headers, RAN would also receive QoS parameters for PDU Sets such as PDU Set Delay Budget or PDU Set Error Rate or PDU Set (or Burst) periodicity. 
Observation 4: Solutions for PDU Set based packet or QoS handling for Uplink direction are less mature.
This document has made the following observation on SA2 XRM Key Issue #1 and #2 (Multi-modal traffic)  included in TR 23.700-60:
Observation 5: Whether and how some information for Multi-modal Traffic is provided to RAN as well as whether and what RAN can perform by leveraging the provided information is currently under discussion for the upcoming SA2 meeting.







