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Introduction 
In this paper, we discuss a few upper-layer power saving enhancements for XR applications, motivated by XR traffic’s special characteristics.
Discussion
Non-integer DRX cycles
By now, the mismatch between non-integer periodicity of XR traffic and the legacy integer-valued DRX cycles is a well-known problem. It can cause extra delays and power consumptions for UEs. Given that the issue is well known and RAN1 have already been evaluating various proposals for it, we think that RAN2 do not need to duplicate the discussions. Instead, RAN2 can wait for RAN1’s evaluate results and then down select. Meantime, before RAN1 complete their work, RAN2 can discuss and agree on a set of criteria for the downselection. 
Observation 1.	As different options are possible to address the issue of mismatch between non-integer periodicity of XR traffic and integer-valued DRX cycles, RAN2 should first agree on a set of criteria for the downselection of different options.
We think the following criteria can be considered, in a decreasing order of priority:
· An adopted solution should support all possible frame rates of XR. As XR is still a nascent field and new applications will continue to emerge, new frame rates likely will be introduced. Therefore, any solution RAN2 will adopt should be flexible enough to support potential frame rates in the future too.
· An adopted solution should enable the most power saving gain. We think this criterion goes without saying.
· An adopted solution should result in the least variations in the start of DRX on duration, as one of the main impact of mismatch is increased jitter for XR traffic.
· An adopted solution should have the least impact on the current MAC and RRC spec. In addition, since multiple RAN1 and RAN4 procedures are defined based on DRX cycles, an adopted solution should have least impact on the current RAN1 and RAN4 specs too. 
Proposal 1.	Based on evaluation results provided by RAN1, RAN2 apply the following criteria to down select options for supporting non-integer DRX cycles:
· a selected option should be able to support all currently known frame rates of XR applications as well as potential frame rates in the future.
· a selected option should enable the most power saving gain.
· a selected option should result in the least variations in the start time of DRX on durations.
· a selected option should have the least impact on the current DRX procedure and the current RAN1/2/4 specs.
In the current spec, DRX on-duration start time is based on SFN and subframe number. Since SFN and subframe number have the range of 0~1023 frames and 0~9 subframes respectively, DRX reference time, defined as [(SFN × 10) + subframe number], is repeated every 10,240ms, which is equal to one hyper frame period. However, this hyper frame period cannot be aligned with XR periodicity if the latter has non-integer values. For example, if frame rate is 60fps, then 60% of a XR cycle may cross the boundary of a hyper frame. This partial frame can cause a mismatch between DRX on-duration and XR traffic in the next hyper frame. Figure 1 illustrates such a mismatch when frame rate is 60fps and DRX start offset is set to 0. As one may see, a DRX on-duration starts right at the boundary of the hyper frame, because SFN returns to 0. However, the actual XR traffic arrives 10ms (i.e. 0.6 frame) later. This mismatch between on duration and XT traffic thus leads to longer latency and/or higher UE power consumption.
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[bookmark: _Ref110505204]Figure 1 Irregular DRX start time caused by SFN wrap-around due to non-integer DRX cycle length.
Observation 2.	If DRX cycle has a non-integer value, the start time of DRX on duration can drift irregularly when when SFN wraps around (i.e. returns to 0), which can cause extra delay and higher power consumption for UE.
To resolve this issue, a possible solution is to replace SFN in the current DRX formula by a new state variable, SFN_M. More specifically, this SFN_M is updated by SFN_M = (SFN_M + 1) mod M whenever SFN changes. M is typically configured with a value of 1,000 for XR applications. If SFN_M is configured, the formula for the start time of DRX on duration uses SFN_M instead of SFN. 
Since SFN_M and subframe number have the range of 0~999 frames and 0~9 subframes respectively, the new DRX reference time of [(SFN_M × 10) + subframe number] is repeated every 10,000ms. That ensures boundaries at which SFN_M wraps around would be always aligned with boundaries of XR’s traffic cycles and no partial frame would cross the boundaries of SFN_M.
Proposal 2.	RAN2 study enhancements to avoid irregular start time of DRX on durations when SFN wraps around and non-integer valued DRX cycles are configured.
Adaptation of DRX configurations
Many implementations of XR applications are capable of adapting their bit rates or frame rates in response to variations in the quality of its connections (e.g. available bandwidth or delay or loss rate). Such adaptations by application certainly can help provide a more robust user experience.
Observation 3.	Many XR applications are capable of adapting their bit/frame rates based on the quality of their connections.
On UE side, when application changes its frame rate, UE’s DRX cycle needs to adapt accordingly. Otherwise, mismatch between them can lead to extra delay (e.g. if DRX cycle is longer than traffic periodicity) or extra power consumption (e.g. if DRX cycle is shorter than traffic periodicity). 
Unfortunately, legacy RRC Reconfiguration procedure and UE Assistance Information (UAI) message require significant delay compared to the typical periodicities of XR traffic. The long delay is due to long propagation delay from DU to CU (which typically is around 10msec) and RRC processing delay requirement (which is also 10msec) (see [1] for details). Therefore, if UE triggers a reconfiguration by UAI, it would take around 30 msec or longer to complete the procedure. On the other hand, periodicity of XR traffic can be as short as 11msec or 16.7msec. Although network can wait a few cycles before effecting a reconfiguration, such a delay prevents application from being more responsive and providing a more robust user experience.
Observation 4.	RAN/UE need to adapt UE’s DRX configuration to match application’s rate adaptation in a timely manner, to ensure consistent QoS performance.
We think adaptation of DRX configuration can be made faster by using MAC CE instead of RRC message. More specifically, network can pre-configure a set of DRX configurations. Network then uses a MAC CE to indicate which one of the configurations UE should use. Or in case traffic is UL centric and change in frame rate is initiated by XR application at UE, it is also sensible to allow UE to use MAC CE to indicate the change. UE may either indicate its new preferred frame rate or directly indicate its preferred DRX configuration.  
In addition to DRX cycle (both long and short cycles), other DRX parameters may be included in adaptation of DRX configuration too. For example,
· DRX inactivity timer. The length of DRX inactivity timer typically depends on expected inter-arrival time. When a XR application changes its bit rate or frame rate, inter-arrival time may change and DRX inactivity timer thus should follow the change accordingly. Therefore, it is useful to include DRX inactivity timer in the adaptation.
· Length of DRX on duration. DRX on duration for XR traffic should be configured according to maximum jitter. Since max jitter can change dynamically with network conditions, it is useful to include DRX on durations in the adaptation to allow it to be adjusted according to variations in maximum jitter.
· Start offset and slot offset. These two parameters depend the start of DRX on duration. With jitter in XR traffic, the start of DRX on duration varies with maximum jitter, if nominal arrival time of the first PDU in a burst stays the same. Therefore, it is useful to include start offset and slot offset in the adaption too. 
Proposal 3.	RAN2 study MAC CE based adaptation among a set of DRX configurations. FFS which DRX parameters should be included in this adaptation.
Upper-layer techniques for reducing PDCCH monitoring
Motivations for study on upper-layer techniques
RAN1 are studying various PHY-based techniques for reducing PDCCH monitoring. Many of them are based on enhancements to Rel-16 power saving features such as wakeup signaling. One concern with them, which is based on lessons from Rel-16 deployment, is that they may not get deployed any time soon even if UE makers implement them. As they are relatively new features, many infra vendors and operators need time to get more experience and confidence in using them in the field. On the other hand, commercial deployment of early XR applications are already under way and in urgent need for easy-to-deploy power saving features to help improve their battery life. 
We think upper-layer techniques based on configurations or well-established features such as DRX can be good solutions to address the aforementioned deployment needs, as they are simpler to implement, take less time to run field test and are more acceptable to operators for quick deployment.
Observation 5. 	Commercial deployment of XR applications are already under way and in urgent need for easy-to-deploy power saving features to help improve battery life.
Observation 6.	Upper-layer techniques based on configurations or DRX enhancements can be good solutions to address immediate deployment needs.
Reduced/sparse monitoring at start of DRX on duration
It is known that XR traffic tend to be periodic but has jitter, e.g. +/- 4ms as assumed in RAN1’s evaluation studies. As length of DRX on duration typically is configured to allow scheduling of first PDU in a burst, its length has to be at least twice the maximum jitter. Otherwise, first PDU may arrive outside on duration and thus incur extra delay, i.e.
· If the first PDU arrives early and its jitter is longer than the time difference between start of DRX on duration and its nominal arrival time, the PDU can’t be scheduled until DRX on duration starts. 
· If the first PDU arrives late and its jitter is longer than the difference between its nominal arrival time and the end of on duration, then it cannot be scheduled until the next DRX cycle. 
If we assume distribution of jitter is not uniform, then most of PDUs would arrive around the mid-point of DRX on durations. As a result, UE would waste its power monitoring PDCCH in the first half of most DRX on durations until the first PDU arrives. To mitigate this waste, network can configure UE to always start its DRX on duration with configurations that allow it to perform reduced/sparse PDCCH monitoring. For example,
· UE only monitors PDCCH on SpCell. UE can switch to normal monitoring once it receives a PDU;
· UE always starts in a power-optimized PDCCH search space, regardless of what PDCCH search space it was using before the end of the previous DRX active time.
· UE always starts in the default BWP, regardless of which BWP it was using before the end of the previous DRX active time.
Once UE receives the first TB, it can switch its PDCCH monitoring to more throughput-optimized configurations. This switch can be either autonomous based on configuration or based network’s signal. For example, it can start monitoring PDCCH on all scheduling cells. Or it switches to a throughput-optimized PDCCH search space and/or BWP pre-configured by network. 
Proposal 4.	Network can configure UE to always start its DRX on durations with a set of power-optimized configurations that enable reduced PDCCH monitoring by UE. FFS which configurations should be included in this set.
Early termination DRX active time at end of burst
For XR traffic with periodic arrivals of bursts, UE needs to be able to sleep between bursts to save power. Since XR traffic typically has very short periodicity (e.g. 11.1 ms or 16.7 ms), being able to terminate DRX active time quickly between bursts thus is the key to save power.
In current DRX procedure, there are two ways to terminate DRX active time: either network sends UE a DRX MAC CE or by DRX inactivity timer. However, neither may not be fast enough for XR traffic. 
· To send DRX MAC CE, network needs to know when the end of burst is. That, however, is difficult for network to know if traffic is UL centric, because bursts in XR traffic typically have varying size depending on (random) contents in a frame.  
· How to configure the right length of DRX inactivity timer is also challenging. Because of the short periodicity of XR traffic, DRX inactivity timer has to be short. On the other hand, it cannot be on par or shorter than typical scheduling gaps because otherwise it can cause extra delay. These constraints imply that DRX inactivity timer probably is in the range of 5~10ms. If we include the typical burst size in DRX active time, it means that there is not much time for UE to sleep between bursts, which have periodicity of 11ms or 16ms.
Observation 7. 	It is not easy for gNB to know when a UL burst ends before it sends a DRX MAC CE or indicates PDCCH skipping.
Observation 8. 	With XR traffic’s short periodicity, UE may not be able to have much sleep between two bursts if it relies on DRX inactivity timer to terminate DRX active time. 
However, UE can have assistance information from application layer on when a UL burst ends. If so, UE can signal network when a UL burst ends, and network in turn can use that information to terminate UE’s DRX active time.
Observation 9. 	Network will be able to terminate DRX active time sooner if UE can provide indication on when a UL burst ends.
We think this indication can be a UL MAC CE from UE to gNB, indicating either end of a burst or its preference to terminate DRX active time. There can be different ways to implement the idea. For example:
· Option 1. UE waits for a legacy DRX MAC CE from network to terminate DRX active time. This option is simple and no further change to the legacy DRX procedure is required. 
· Option 2. UE starts a timer after sending its MAC CE. If UE does not receive any DL assignment for new data when this timer expires, it autonomously terminates DRX active time. Otherwise, it restarts the DRX inactivity timer. 
Proposal 5.  	RAN2 study L2 enhancements for UE to indicate either end of a UL burst or its preference to terminate DRX active time. 
UL skipping and DRX/BWP inactivity timers
In legacy, a MAC entity re-/start DRX inactivity timer and BWP inactivity timer when receiving a PDCCH indicating a new data transmission, regardless of whether UE has MAC SDU for transmission or not.
In field tests, we have found that network may provide more UL grants than what UE needs. For example, in logs collected from a north-American network, we found that ~20% of dynamic UL grants for new data were skipped. Although the exact percentage of skipped UL grants may vary between network implementations and applications, our observation from the field is that it is not unique to a specific network or a specific network implementation. And it is not due to errorous or poor configuration. For example, network intentionally provide prescheduled uplink grants to reduce latency and improve throughput when its loading is not high. 
We expect prescheduled UL grants or UL skipping may become more likely for XR traffic, at least for two reasons:
· Presheduled UL grants can help network better meet the tight delay requirements of XR traffic; 
· XR applications can generate larger bursts than other applications (e.g. web browsing). That leads to more inaccuracy in UE’s BSR, which in turn makes network more likely to over allocate UL grants to ensure delay requirements of PDU sets (i.e. all PDUs in a same PDU set needs to be delivered by the same deadline).   
Observation 10.	UL skipping or UL Tx without data is more likely to happen with XR, which causes UE to unnecessarily re-/start DRX/BWP inactivity timer and thus waste power.
For whatever reason behind UL grants to be skipped, their impact on UE is the same - unnecessary power consumption because UE unnecessarily restarts DRX/BWP inactivity timer. There are two possible ways to avoid this waste of UE power:
· Option 1. UE should not re-/start DRX/BWP inactivity timer when it skips a dynamic UL grant for new data or it transmits a MAC PDU without any MAC SDU. This option requires some implementation changes at gNB because gNB can determine whether a UL grant is skipped or a MAC PDU contains any MAC SDU and then adjust DRX/BWP inactivity timer if needed.
· Option 2. UE re-/starts DRX/BWP inactivity timer at time when a MAC PDU including at least one MAC SDU is sent, instead of at time when the UL grant for the MAC PDU is received. This option has the merit that network does not need to adjust DRX/BWP inactivity timer in case there is UL skipping or no data transmission.
Proposal 6.	RAN2 study whether/when UE should re-/start DRX/BWP inactivity timer when it performs UL skipping or UL Tx without data.
Retransmission-less CG
Among flows generated by a XR application, there can be periodic UL pose updates. These updates are frequent (e.g. one update every 4ms), usually small in size (e.g. 100B) and have stringent delay requirements (e.g. 10ms PDB). Given these special characteristics, it is more sensible to have UE transmit pose updates over CG instead of dynamic UL grants. 
A benefit of using CG to send periodic pose updates is that those transmissions would not keep UE in DRX active time. More specifically, once a burst (e.g. video flow) ends, UE can enter inactive state to save power (e.g. either terminated by NW or by expiry of DRX inactivity timer). At mean time, UE can still use CG to continue transmit pose update. 
However, power savings from this configuration may still be limited. That is because after each PUSCH transmission over CG, UE needs to start HARQ RTT timer and then HARQ reTx timer to monitor PDCCH for potential retransmission. With the short periodicity of pose updates and typical length of HARQ reTx timer (e.g. several msec), UE would not be able to have much sleep time between two DRX cycles. Figure 1 below illustrates such an example and the shortcomings.
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[bookmark: _Ref110337263]Figure 2. Pose update over CG between two DRX cycles
A possible enhancement to avoid the extra PDCCH monitoring as depicted in Figure 1 is to disable HARQ RTT timer and HARQ reTx timer after a PUSCH transmission over CG. Due to the small PDU size and low bit rate of pose update, it is possible to transmit them with good reliability without relying on HARQ retransmissions. For example, they can be sent using conservative MCS and high level of repetition.
Observation 11.	For flows with short periodicity and small payload, UE can save power by not starting HARQ reTx timer after PUSCH Tx over a configured grant. 
This enhancement can be realized on a per-CG basis, depending on what type of flow a CG is intended to be used for. 
Proposal 7.	For a configured grant, network can configure whether UE should start HARQ reTx timer after a PUSCH transmission over the configured grant. 		
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
DRX enhancements
Observation 1.	As different options are possible to address the issue of mismatch between non-integer periodicity of XR traffic and integer-valued DRX cycles, RAN2 should first agree on a set of criteria for the downselection of different options.
Proposal 1.	Based on evaluation results provided by RAN1, RAN2 apply the following criteria to down select options for supporting non-integer DRX cycles:
· a selected option should be able to support all currently known frame rates of XR applications as well as potential frame rates in the future.
· a selected option should enable the most power saving gain.
· a selected option should result in the least variations in the start time of DRX on durations
· a selected option should have the least impact on the current DRX procedure and the current RAN1/2/4 specs.
Observation 2.	If DRX cycle has a non-integer value, the start time of DRX on duration can drift irregularly when when SFN wraps around (i.e. returns to 0), which can cause extra delay and higher power consumption for UE.
Proposal 2.	RAN2 study enhancements to avoid irregular start time of DRX on durations when SFN wraps around and non-integer valued DRX cycles are configured.
Observation 3.	Many XR applications are capable of adapting their bit/frame rates based on the quality of their connections.
Observation 4.	RAN/UE need to adapt UE’s DRX configuration to match application’s rate adaptation in a timely manner, to ensure consistent QoS performance.
Proposal 3.	RAN2 study MAC CE based adaptation among a set of DRX configurations. FFS which DRX parameters should be included in this adaptation.
Upper-layer techniques for reducing PDCCH monitoring
Observation 5. 	Commercial deployment of XR applications are already under way and in urgent need for easy-to-deploy power saving features to help improve battery life.
Observation 6.	Upper-layer techniques based on configurations or DRX enhancements can be good solutions to address immediate deployment needs.
Proposal 4.	Network can configure UE to always start its DRX on durations with a set of power-optimized configurations that enable reduced PDCCH monitoring by UE. FFS which configurations should be included in this set.
Observation 7. 	It is not easy for gNB to know when a UL burst ends before it sends a DRX MAC CE or indicates PDCCH skipping.
Observation 8. 	With XR traffic’s short periodicity, UE may not be able to have much sleep between two bursts if it relies on DRX inactivity timer to terminate DRX active time. 
Observation 9. 	Network will be able to terminate DRX active time sooner if UE can provide indication on when a UL burst ends.
Proposal 5.  	RAN2 study L2 enhancements for UE to indicate either end of a UL burst or its preference to terminate DRX active time. 
Observation 10.	UL skipping or UL Tx without data is more likely to happen with XR, which causes UE to unnecessarily re-/start DRX/BWP inactivity timer and thus waste power.
Proposal 6.	RAN2 study whether/when UE should re-/start DRX/BWP inactivity timer when it performs UL skipping or UL Tx without data.
Retransmission-less CG
Observation 11.	For flows with short periodicity and small payload, UE can save power by not starting HARQ reTx timer after PUSCH Tx over a configured grant. 
Proposal 7.	For a configured grant, network can configure whether UE should start HARQ reTx timer after a PUSCH transmission over the configured grant.
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