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 Introduction

In the RAN2#117-e meeting [1], the issue about the HFN part of initial RX_DELIV was discussed with the following agreement and FFS:
=>On HFN < 0, The current derivation formula of initial RX_DELIV in 38.323 CR is kept. R2 assumes it is up to network implementation to ensure that HFN part of RX_DELIV should be a positive value (TS impact if any is FFS, e.g. a NOTE in RRC or PDCP)

In this paper, we will continue to analyze this issue in section 2. Another issue we would like to address is, the PDCP wrap-around issue after the introduction of HFN sync, in section 3.
 TS Impact of the HFN part of initial RX_DELIV
In RAN2#117-e meeting [1], several options were discussed to avoid the a "negative" HFN or a "negative" initial RX_DELIV. (note: what we are avoiding here is the packet loss due to warp-around instead of a negative value, since, as defined in spec, all variables take values from 0 to [232 - 1])
- Option 1: change the RX_DELIV formula to: RX_DELIV = MAX (0, COUNT(x) - 0.5 × 2[PDCP-SN-Size–1]), where x is the SN of the first received PDCP Data PDU.
- Option 2: NW implementation can do so by configuration of initial HFN (e.g., > 1).

- Option 3: prefer other solution, e.g., UE implementation can avoid HFN < 0.
Some companies think option 1 is clean, but others think this change is unnecessary. Through email discussion, an agreement was basically reached, that is, the formula of initiate RX_DELIV is kept, but it is solved by UE or gNB with a note spec. One assumption is given in last meeting:
RAN2 assumes it is up to network implementation to ensure that HFN part of RX_DELIV should be a positive value.
There is still an FFS about whether it is necessary to add a note to the spec to explain that network implementation to ensure a positive HFN of initiate RX_DELIV, the views are as follows:

- Add a note: The note is helpful for NW implementation.

- Not add a note: NW or UE implementation will do it without the NOTE, however the NOTE might break the spec (which should be clean and manageable).
For this problem, it is more appropriate to not add a note. It is clearly stated in the spec that “All state variables are non-negative integers, and take values from 0 to [232 – 1].” Thus the positive HFN of initiate RX_DELIV is already ensured by UE implementation. There is no need to do it again by network implementation, and no need to add a note.

The positive HFN of initiate RX_DELIV can be ensured by UE implementation without an extra note.

 PDCP COUNT wrap-around due to HFN sync
To avoid the complex network scheduling and abnormal interpretation of PDCP status reports caused by the asynchronous HFN between the network and UE, we leave the task of SN allocation to MB-UPF/UPF by introducing a new 32bits “MBS QFI SN” in NG-U . Therefore, HFN sync can be done among the network entities and UEs with the help of the indication from core network.

To avoid the complexity of network scheduling and easy understanding of PDCP status reporting, HFN sync among the network entities and UEs is introduced.
There is a one-to-one mapping between PDCP COUNT value and MBS QFI SN allocated by MB-UPF/UPF. 
For legacy unicast, mentioned in 38300, PDCP does not allow COUNT to wrap-around in DL and UL, it is up to the network to prevent it from happening (e.g. by using a release and add of the corresponding radio bearer or a full configuration).

PDCP COUNT wrap-around can be prevented by network implementation in unicast.
Meanwhile, in Rel-17 NR MBS , based on stage 2 spec [2]:
If PDCP SNs are derived from a DL MBS QFI Sequence Number provided on NG-U and only one QoS Flow is mapped to an MRB, the gNB shall set the PDCP SN of PDCP PDU to the LSB value  of the DL MBS QFI Sequence Number provided with the received packet over NG-U. If PDCP SNs are derived from a DL MBS QFI Sequence Number provided on NG-U and multiple QoS Flows are mapped to an MRB, the gNB may derive the PDCP SN of the PDCP PDU from the sum of the DL MBS QFI Sequence Numbers of the QoS Flows mapped to this MRB.

gNB allocates the COUNT value based on the QFI SN per flow, rather than gNB itself. Therefore, how the network is able to prevent the PDCP COUNT wrap-around needs to be discussed further.

In MBS, gNB shall depend on MBS QFI SN allocated by MB-UPF to determine when to release/add MRB to prevent PDCP COUNT wrap around.  
How to prevent PDCP COUNT wrap-around, if MB-UPF determines PDCP COUNT value, needs to be further discussed. 

The following two cases may occur in the MBS QFI SN set by MB-UPF/UPF:

- Case 1: MBS QFI SNs are allocated sequentially until wrap-around occurs.

- Case 2: MBS QFI SNs are allocated from scratch (i.e., re-start allocation from 0) before wrap-around occurs.

MB-UPF may actively or passively solve MB QFI SN wrap-around.

For Case 1, gNB triggers the mechanism to prevent PDCP COUNT wrap-around when the MBS QFI SN wrap-around is about to occur or is happening, like legacy unicast, by using a release and add of the corresponding radio bearer or a full configuration for related UEs. For Case 2, gNB follows UPF to trigger the same mechanism. We suggest adding a note to stage 2 spec, e.g., in 38300.
The gNB shall trigger to prevent the PDCP COUNT wrap-around mechanism when the MBS QFI SN wraps around is about to happen or is happening.

Even the above mechanism in the note is able to solve the wrap-around issue, there are still potential problems with this approach:

- The overhead of RRC signaling is huge: gNB might need to schedule a group of UEs to release/add MRB.

- Packet loss and delay: The MRB release/add process of a group of UEs cannot guarantee complete synchronization of configuration for a group UE in a short period, therefore this might introduce serious packet loss and delay.

Such implementation might introduce huge RRC signaling overhead, serious packet loss and delay.
Through the above analysis, after the introduction of HFN synchronization in MBS based on 5GC SN, it becomes more complicated to solve the PDCP wrap-around issue, and a series of problems that need to be solved are introduced. Coupling 5GC and RAN on AS layer scheduling (e.g., allocating PDCP SN based on 5GC SN), is not a good idea.
Forcing HFN sync among network nodes and UEs complicates the solution of the PDCP COUNT wrap-around, e.g., introducing huge RRC signaling overhead, potential packet loss and delay.
To the opposite, if network entities and UEs maintain HFN separately, PDCP COUNT value wrap around can be easily fixed by UE and network implementation.

PDCP COUNT value wrap around can be easily fixed by UE and network implementation if HFN sync is not pursued.
To figure out above issues, we suggest the following solutions:
RAN 2 to discuss which option to avoid the PDCP COUNT wrap-around and potential data loss: 
Option 1: Add a note in 38300: Since PDCP does not allow COUNT to wrap-around, it is up to the network to prevent it from happening (e.g., based on its observation on DL MBS QFI Sequence Number, gNB might initiate a release and add of the corresponding multicast radio bearer or a full configuration to the associated UEs). 
Option 2: Drop the support of HFN allocation by network, i.e., network entities and UEs maintain HFN separately.

 Conclusion
Based on the analysis provided above, we have the following observations:
RAN2 assumes it is up to network implementation to ensure that HFN part of RX_DELIV should be a positive value.
To avoid the complexity of network scheduling and easy understanding of PDCP status reporting, HFN sync among the network entities and UEs is introduced.
There is a one-to-one mapping between PDCP COUNT value and MBS QFI SN allocated by MB-UPF/UPF. 
PDCP COUNT wrap-around can be prevented by network implementation in unicast.
In MBS, gNB shall depend on MBS QFI SN allocated by MB-UPF to determine when to release/add MRB to prevent PDCP COUNT wrap around.  
MB-UPF may actively or passively solve MB QFI SN wrap-around.

The gNB shall trigger to prevent the PDCP COUNT wrap-around mechanism when the MBS QFI SN wraps around is about to happen or is happening.

Such implementation might introduce huge RRC signaling overhead, serious packet loss and delay.
Forcing HFN sync among network nodes and UEs complicates the solution of the PDCP COUNT wrap-around, e.g., introducing huge RRC signaling overhead, potential packet loss and delay.
PDCP COUNT value wrap around can be easily fixed by UE and network implementation if HFN sync is not pursued.
Based on the analysis provided above, we have the following proposals:

The positive HFN of initiate RX_DELIV can be ensured by UE implementation without an extra note.

How to prevent PDCP COUNT wrap-around, if MB-UPF determines PDCP COUNT value, needs to be further discussed. 

RAN 2 to discuss which option to avoid the PDCP COUNT wrap-around and potential data loss: 
Option 1: Add a note in 38300: Since PDCP does not allow COUNT to wrap-around, it is up to the network to prevent it from happening (e.g., based on its observation on DL MBS QFI Sequence Number, gNB might initiate a release and add of the corresponding multicast radio bearer or a full configuration to the associated UEs). 
Option 2: Drop the support of HFN allocation by network, i.e., network entities and UEs maintain HFN separately.
Note: the example note is also provided in our companion CR to 38.300 (R2-2205625).
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