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[bookmark: _Hlk79117632][bookmark: _Ref178064866]In RAN#86, a SI was approved to determine and evaluate the minimum necessary specification updates to introduce NB-IoT/eMTC support for non-terrestrial networks (NTN), The description for the SI was updated in RAN#90 [1] and it was agreed to use the existing work on NR NTN captured in TR 38.821 [2] as a baseline. In RAN#92-e, a follow up WI was approved to specify NB-IoT/eMTC support for Non-Terrestrial Networks. The objectives of this WI within the context of RAN2 are as follows:Specify the following IoT NTN specific enhancements not covered by NR_NTN_Solutions WI agreements, according to Section 8 in TR 36.763:
-	Architecture:
-	Support for EPC
-	Mobility and Tracking Area:
-	Enhancements to tracking area management using the earth-fixed TA concept, considering both hard-switch and soft-switch options, where in the soft-switch option the network may broadcast more than one Tracking Area Code per PLMN.
-	Support of legacy (Rel-16) cell selection/reselection mechanisms without major enhancements. Minor adjustments to existing mobility mechanisms, such as a new parameter values, change to timing etc. can be considered to adapt functionality to NTN.

All cellular IoT features specified up to Rel-16 are supported for IoT NTN unless problems are found.
Specify the following enhancements re-using NR_NTN_Solutions WI agreements as a baseline, according to Section 8 in TR 36.763:
-	User Plane:
-	Enhancements to ra-ResponseWindowSize, mac-ContentionResolutionTimer, HARQ RTT timer, UL HARQ RTT timer, and sr-ProhibitTimer. 
-	Enhancements to RLC t-Reordering timer. 
-	Others:
-	Provisioning of ephemeris

-	Support of legacy (Rel-16) Handover and RLF/reestablishment mechanisms without major enhancements. For eMTC, Rel-16 LTE CHO procedure can be considered without major enhancements. Minor adjustments to existing mobility mechanisms, such as a new parameter values, change to timing etc. can be considered to adapt functionality to NTN.
-	Others:
-	Support of discontinuous coverage without excessive UE power consumption and without excessive failures / recovery actions. Minor enhancements to the existing power saving mechanisms e.g. DRX, PSM, eDRX, relaxed monitoring, and (G)WUS can be considered, and if found needed, specified, to support discontinuous coverage






In RAN2#116bis-e the following agreements were taken related to control plane:
	Agreements: 
· ...




In this contribution we discuss control plane aspects for IoT NTN considering the following objective in the WID:
“Support of legacy (Rel-16) Handover and RLF/reestablishment mechanisms without major enhancements. For eMTC, Rel-16 LTE CHO procedure can be considered without major enhancements. Minor adjustments to existing mobility mechanisms, such as a new parameter values, change to timing etc. can be considered to adapt functionality to NTN.”

Control plane aspects

Location provisioning 
In NR NTN, one of the major issues that have been discussed and have involved countless LS to RAN3, SA2 and SA3 is that about reporting of the UE’s location to the network, core network location awareness, and potential privacy issues related to this. The network needs to know the (approximate) location of the UE in order to meet certain regulatory requirements (e.g. lawful intercept), or to select a core network in the correct country if the cell covers multiple countries. 
In RAN2#113-e, RAN2 started these discussions by sending an LS to RAN3, SA2, SA3, and SA3-LI ([3]). In the course of these discussions, RAN2 decided to develop a solution to report the UE location to the gNB, with a guaranteed accuracy of an area of ~2km radius (so-called “coarse location reporting”). The motivation behind this decision was that such an accuracy would be similar to the cell size in a terrestrial network, and thus should not give rise to any privacy concerns, even if being reported during initial access, before AS security is activated. In RAN2#115-e, RAN2 agreed that this coarse location should be some form of artificially coarse GNSS location (e.g. truncated coordinates, details are FFS). It is RAN2’s understanding that reporting of finer location information (e.g. full GNSS coordinates) in RRC_CONNECTED can be supported after AS security is enabled. RAN2 sent two further LS to RAN3, SA2, SA3, SA3-LI, and CT1, asking for general feedback on these procedures, and specifically if user consent would be needed for fine-grained location reporting in RRC_CONNECTED ([4] and [5]). 
No negative feedback was received from other groups. On the issue of user consent, SA3 could reply only that “specific user consent may be needed […] depending on the local jurisdiction and its regulations” ([6]). This means that RAN2 should proceed as envisaged, introducing coarse location reporting to be used during initial access, and the possibility to configure reporting of the full location information after AS security has been established with user consent.


2.2.1 Reporting location information
 2.2.1.1 NB-IoT
For NB-IoT multiple LSes were sent to RAN3, SA2, SA3 and CT1 [11][12] in RAN2#116bis-e. While they have yet to reply, there are some early observations: 
· Sending location over NAS may not solve any of the location related problems. 
· RAN3 / SA2 related functionality might break if no location is provided. 

It is clear that while RAN2 is the group implementing the solution, the problem lies with conflicting requirements when it comes to security in SA3 and network functionality in RAN3/SA2. If SA3 decides that the security and privacy requirements can be considered different for IoT NTN or alternatively NB-IoT NTN (i.e. less stringent than for NR NTN), then it should be considered a fair tradeoff that the UE reports the coarse location if configured by the network. 
Having it configurable is motivated by the fact that coarse location is only needed if there is a network with multiple MMEs that are connected to the RAN, which mostly occurs at the network borders. 
[bookmark: _Toc95772642]If the privacy requirements on NB-IoT are deemed to be less stringent than for NR NTN, the UE reports coarse location if configured by the network.

 2.2.1.2 LTE-M
For delivering the detailed location information, NR NTN decided that measurement reporting framework will be utilized, and in LTE, there are similar abilities for the UE to report location info for MDT where the UE is configured to include locationInfo in the MeasResults. 
[bookmark: _Toc95772659]LTE has similar location reporting abilities through measurement report as was agreed to be utilized for NR NTN to report fine location info.
However it is not clear whether this can be reused for IoT NTN, due to the fact that NB-IoT does not support SON/MDT nor measurement reporting. Another point that could make this challenging is that NR NTN has introduced measurement event that is triggered based on location, which is yet to be discussed in IoT NTN and likely not needed due to the IoT use case where connections are generally shorter and devices are simpler, both for LTE-M and NB-IoT. 
Given that IoT NTN targets shorter transmissions, it would likely be more beneficial for the eNB to either acquire the detailed location in a one-shot request or piggy-backed on other messages. For a one-shot request to acquire the detailed location info, we think that UE Information Request/Response could be utilized, which is already available for both LTE-M and NB-IoT. For some Complete-messages such as RRCConnectionResumeComplete, AS security will be activated so that the UE could potentially deliver the detailed location. Given that the above requirements depend on whether AS security is activated or not, we think that it could be beneficial to allow detailed or coarse location info in Complete-messages. 
[bookmark: _Toc95772643]UE Information Request/Response procedure is used to deliver detailed location information after AS security has been established.
[bookmark: _Toc95772644]In UP solution, UE provides the detailed location information in RRCConnectionResumeComplete message.
Whether user consent for IoT NTN devices is needed may need to be discussed by SA3. For SON/MDT, our understanding is that user consent is not modelled in RRC, except that for whenever locationInfo is included, there is always a condition ”if available” (i.e., locationInfo may be “not available” if user consent is missing). We believe that the same principle can be used for IoT NTN when AS security has been established. 
An example of UE location in UE information Request/Response can be found in Section 2.2.1.1 and an example of delivering location in RRCConnectionResumeComplete can be found in Section 2.2.1.2. 
The above would likely function well in the case of connection setup and connection resume cases, but there are also other cases where it needs to be discussed whether the location information should be delivered. 
For connection re-establishment, it could be useful for the UE to report its location so that the eNB can reconfirm the cell identity or the MME, and if a connection re-establishment is occurring then it is likely due to radio-related failures, where it could also be useful for UE to report its location. It should thus be discussed whether the UE should report the coarse location during the connection establishment procedure. We believe that it can be implemented in a similar way as in the case for the RRC Connection Resume example above. 
Similarly for handover cases, there may also be a need to deliver the location info in the RRCReconfigurationComplete message so that the target eNB can perform the correct mapping and redirect the UE to another MME if needed. This is because one cannot assume that the source eNB can send the UE location to neighbouring eNBs thus there would be a need for target eNB to become aware of UE location. 
[bookmark: _Toc95772645]RAN2 to discuss whether location information should be sent in the connection re-establishment complete and connection reconfiguration complete message.
Another case where it needs to be discussed whether location information should be delivered or not is during EDT or PUR procedure. It could be useful for the network to acquire either a coarse or detailed location in order to allow for the network to redo the mapping in case the UE has moved.  


Figure 1. MO EDT for User Plane CIoT EPS optimization
As shown in Figure 1, the eNB has to send the UE context Resume Request to the correct MME. The ability to determine the correct MME might depend on the deployment, such as whether there are separate MMEs in different countries, or whether it is LEO or GEO, or the beam deployment. Given this, there may be a need for fine or coarse location to be configurable. For UP-EDT, even though AS security might be active, coarse location could be sufficient. 
[bookmark: _Toc95772646]RAN2 to discuss whether location information should be sent during EDT procedure.

 2.2.1.3 Location reporting using UE information Request/Response
An example of how location report can be done in a one-shot fashion is seen below: 

------------- 36.331 -------------

UEInformationResponse message
-- ASN1START

...

UEInformationResponse-v1700-IEs ::= SEQUENCE {
	ntn-Location						NTN-Location-r17		OPTIONAL,
	nonCriticalExtension				SEQUENCE {}				OPTIONAL
}

NTN-Location-r17 				::=	CHOICE {
	coarseLocation						CoarseLocation, 
	fineLocation						FineLocation					
}

-- ASN1STOP

------------- 36.331 -------------

 2.2.1.4 Location reporting in RRC Resume
An example of how location report in RRC resume can be done is seen below in the procedures for setting RRCConnectionResumeComplete as well as in ASN1 code: 
------------- 36.331 -------------
5.3.3.4a	Reception of the RRCConnectionResume by the UE
The UE shall:
...
1>	set the content of RRCConnectionResumeComplete message as follows:
2>	set the selectedPLMN-Identity to the PLMN selected by upper layers (see TS 23.122 [11], TS 24.301 [35] for E-UTRA/EPC and TS 24.501 [95] for E-UTRA/5GC) from the PLMN(s) included in the plmn-IdentityList in SystemInformationBlockType1;
2>	set the dedicatedInfoNAS to include the information received from upper layers;
2> if the UE is an NTN UE: 
	3> if AS security has been activated and fine location info is available: 
		4> set the ntn-LocationInfo to the fineLocationInfo
	3> else:
		4> set the ntn-LocationInfo to the coarseLocationInfo
...

RRCConnectionResumeComplete message
-- ASN1START
	
RRCConnectionResumeComplete-r13 ::= SEQUENCE {
	rrc-TransactionIdentifier				RRC-TransactionIdentifier,
	criticalExtensions							CHOICE {
		rrcConnectionResumeComplete-r13				RRCConnectionResumeComplete-r13-IEs,
		criticalExtensionsFuture					SEQUENCE {}
	}
}

...

RRCConnectionResumeComplete-v1610-IEs ::= SEQUENCE {
	measResultListIdle-r16				MeasResultListIdle-r15			OPTIONAL,
	measResultListExtIdle-r16				MeasResultListExtIdle-r16			OPTIONAL,
	measResultListIdleNR-r16			MeasResultListIdleNR-r16		OPTIONAL,
	scg-ConfigResponseNR-r16			OCTET STRING					OPTIONAL,
	nonCriticalExtension				SEQUENCE{ RRCConnectionResumeComplete-v17x0-IEs }						OPTIONAL
}

RRCConnectionResumeComplete-v17x0-IEs ::= SEQUENCE {
	ntn-LocationInfo-r17				NTN-LocationInfo-r17			OPTIONAL,
	nonCriticalExtension				SEQUENCE{}						OPTIONAL
}


-- ASN1STOP

NTN-LocationInfo message
-- ASN1START

NTN-LocationInfo-r17 ::=		CHOICE {
	coarseLocationInfo-r17			CoarseLocation-r17,
	fineLocationInfo-r17			LocationInfo-r10-IEs
}

-- ASN1STOP

	NTN-LocationInfo field descriptions

	coarseLocationInfo
This field is used to indicate the coarse location of the UE.  

	fineLocationInfo
This field is used to indicate the fine location of the UE, which is used only when AS security has been established.  


------------- 36.331 -------------

RRC Connection release delay
In section 5.3.8.3 in 36.331, it is specified that the UE shall wait for a certain period of time upon the reception of RRCConnectionRelease message and before proceeding with the connection release procedure and moving to Idle mode. This delay is either 1.25s for BL UEs or UEs in CE and 10s for NB-IoT or until lower layers indicate acknowledgement of the receipt of RRCConnectionRelease message by eNB:
1>for BL UEs or UEs in CE, delay the following actions defined in this subclause 1.25 seconds from the moment the RRCConnectionRelease message was received or optionally when lower layers indicate that the receipt of the RRCConnectionRelease message has been successfully acknowledged, whichever is earlier;
1> for NB-IoT, delay the following actions defined in this subclause 10 seconds from the moment the RRCConnectionRelease message was received or optionally when lower layers indicate that the receipt of the RRCConnectionRelease message has been successfully acknowledged, whichever is earlier.
NOTE 0: For BL UEs, UEs in CE and NB-IoT, when STATUS reporting, as defined in TS 36.322 [7], has not been triggered and the UE has sent positive HARQ feedback (ACK), as defined in TS 36.321 [6], the lower layers can be considered to have indicated that the receipt of the RRCConnectionRelease message has been successfully acknowledged.
The intention with this delay is to allow sufficient time for the UE to acknowledge the receipt of the RRCConnectionRelease message to the eNB and avoid any state mismatch between UE and eNB due to transmission errors in poor radio conditions. This means that:
· The UE has sent HARQ acknowledgement for RRC Release message and it does not receive an UL grant during drx-ULRetransmissionTimer.
· The eNodeB knows that the UE has gone to Idle mode and should be paged.

[bookmark: _Toc95772660]The RRC Connection Release timer was introduced to prevent state mismatch between eNodeB and UE.
In the context of terrestrial networks, the risk of state mismatch has already been discussed in [7], [8], [9]. In RAN2#116bis-e, the issue was brought up in [10] and the following agreement was taken for NTN:
· No need to extend the 10s delay for actions upon reception of RRCConnectionRelease in NB-IoT.
Indeed, the delay for NB-IoT is quite generous even in the presence of NTN’s long propagation delays. However, in case of BL UEs or UEs in CE, the current value of 1.25 s may be insufficient.
The message sequence diagram for the RRCConnectionRelease process is depicted below. It illustrates the worst-case scenario, i.e., when RLC Status Reporting has been triggered which involves the exchange of additional messages. The dashed red box encloses an example of a HARQ retransmission, and only HARQ retransmissions for the RLC Status report are considered. Each retransmission adds an additional RTT.

[image: ]
As noted above, the RRC release timer starts whenever the RRCConnectionRelease message is received. From this point, the process takes 1,5 RTTs to complete without any HARQ retransmissions. In GEO satellites scenarios with a RTT of 541 ms [2], the following graph shows an approximate calculation of this time for different amount of retransmissions and repetitions. Note that the number of repetitions is the same for each channel and that for a high number of repetitions this calculation takes into consideration the necessary transmission gaps in UL.

* The maximum number of repetitions in PUSCH is 256.
The graph shows how the current value of this timer is insufficient for even a small number of repetitions and retransmissions.
[bookmark: _Toc95772661]The RRC Connection Release timer for BL UEs or UEs in CE is insufficient for NTN with high propagation delay (GEO scenarios).
In conclusion, this timer can be considered as a fail-safe mechanism to prevent state mismatch during RRC Release and should account for at least 2 HARQ retransmissions. Given that this analysis has considered the worst-case scenario, we should ponder over the risk of state mismatch, the shorter propagation delay of LEO scenarios and the potential detrimental effect on battery consumption that a large value of this timer would cause. Thus, an acceptable solution could be to double the current value of the timer for NTN as it offers a good compromise and allows for up to 2 HARQ retransmissions and 128 repetitions.
[bookmark: _Toc95772647]RRC Connection Release timer is increased from 1.25 s to 2.5 s for BL UEs or UEs in CE operating in NTN.


Synchronization handling
2.3.1 GNSS validity 
In RAN1#107-e the following was agreed: 
Agreement
Send LS to RAN2 to take the following RAN1 agreements into consideration to specify the aspects related to GNSS position validity:
· For sporadic short transmission, UE in RRC_CONNECTED should go back to idle mode and re-acquire a GNSS position fix if GNSS becomes outdated 
· The UE autonomously determines its GNSS validity duration X and reports information associated with this valid duration to the network via RRC signalling.
· X = {10s, 20s, 30s, 40s, 50s, 60s, 5 min, 10 min, 15 min, 20 min, 25 min, 30 min, 60 min, 90 min, 120 min, infinity}
· Note: The duration of the short transmission is not longer than the “validity timer for UL synchronization” referred to in the WID objective (but which still needs further discussion for specifying further details)

Last meeting the following was agreed: 
UE need to have a valid GNSS fix before going to connected. RAN2 assumes that the UE may need to re-aquire the GNSS fix right before establishing the connection (regardless if previously valid or not), if needed to avoid interruption during the connection. 
When the GNSS fix becomes outdated in RRC_CONNECTED mode, the UE goes to IDLE mode.

The current agreement means that UE would be forced to perform GNSS fix right before connecting in order to avoid the situation where the UE disappears due to GNSS fix being out of date, which would be very challenging for the network, especially since the UE determines the GNSS validity duration by itself. 
The action of moving to IDLE mode after the expiry of the GNSS fix is challenging to the network from several point of views. First of all the duration of the timer is decided by the UE itself, which means that the UE can select any of the values from 10 seconds to 240 minutes, including infinity. This makes it very challenging for the network to know how long the UE can be expected to stay in connected mode. Secondly, when a UE connects to a cell, a lot of resources will be reserved for that specific UE. If a UE goes to IDLE mode without the knowledge of the network, the network will not know what to do with the resources. 
As a specific example, the lowest value in the GNSS validity duration is 10 seconds. In GEO, the RTT is 540 ms. With no repetitions, this means that the data needs to be delivered within ~18 RTTs. This could be sufficient if a small amount of data needs to be delivered and there are no retransmissions and initial access is not used. In Section 3, we can see that with some repetitions and high propagation delays, the transmission duration could easily become long. Many use cases can be made difficult, such as software updates or similar. Additionally, if there are other delays before performing random access, such as need to read system information or similar, the time-budget is further reduced. 
Another issue is the interaction between GNSS validity duration and uplink sync validity duration. Currently it has been agreed that the UE shall tune out to receive the new SIBxx if the uplink sync validity duration expires. The issue is that if the tuning out to read new SIBxx takes too long, if the UE becomes unreachable, the network might confuse this with the GNSS validity duration timing out, or alternatively the network might confuse the end of the GNSS validity duration as being the uplink validity duration expiry where the UE attempts to read the new SIBxx. It may in short be very challenging for the network to know when the resources of a UE should be released. 
[bookmark: _Toc95772662]Current GNSS validity duration operation would make network operations very challenging.
It has been mentioned that NAS recovery procedure may be able to handle the problem. It is correct that there are NAS recovery procedure in some cases if the UE moves to idle mode from connected mode with the cause ”RRC Connection failure”. In this case, according to the NAS spec the UE have to perform a TAU. This might solve the problem where the UE might not come back to report to the UE after having had its GNSS validity duration expire and the case where a UE by implementation selects a lower value. It still poses problem for network procedures as there is no guarantee that the UE will come back to the same cell to perform TAU and as this procedure is likely to take a long time, the resources would likely have to be released. 
[bookmark: _Toc95772663]The UE going to idle with release cause ‘RRC Connection Failure’ could help in some aspects, but still leaves network with problems.
Thus we see that something needs to be done in order to maintain normal network operation. 
[bookmark: _Toc95772648]Current GNSS validity duration operation needs to be changed or added to.
There are a number of options that can aid the network or to get more network-friendly behaviour. 
GNSS performs RLF instead of going to idle mode autonomously. The UE goes to RLF instead of going to idle mode. 
Sending the GNSS validity duration. Sending the validity duration was originally agreed by RAN1 in order to facilitate the network being aware of the duration that the GNSS can remain in sync. This could be done by having the UE reporting the duration at initial access, or in msg5 (-Complete messages). Alternatively, only a flag can be included whether the GNSS validity duration is above a certain threshold. 
UE reports leaving at the end of the GNSS validity duration. This was described in [X] and could at least give the network knowledge of the UE leaving due to the end of the GNSS validity duration. 
Reducing the minimum GNSS validity duration. As the smallest value of the GNSS validity duration is 10 s, this may present some challenges to certain use cases. By removing the lower values, this can help network to know that it can expect the UE to remain synchronized for a longer period. 
GNSS validity duration requirements. A condition that the GNSS validity duration should be larger than a threshold before the UE connects would give the network a good understanding of how long it can expect a UE to remain connected. Alternatively that the GNSS validity duration needs to be larger than that of the uplink sync validity timer. 
Thus we think that RAN2 needs to discuss one of the above alternatives to bring better network control on the GNSS validity duration. 
[bookmark: _Toc95772649]RAN2 to discuss one of the following options for GNSS validity duration:
· [bookmark: _Toc95772650]GNSS performing RLF instead of going to idle mode
· [bookmark: _Toc95772651]Sending GNSS validity duration
· [bookmark: _Toc95772652]UE reports leaving the network at the end of the GNSS validity duration
· [bookmark: _Toc95772653]Reducing minimum GNSS validity durations
· [bookmark: _Toc95772654]GNSS validity duration requirements

NTN vs TN prioritization
Mobility between NTN and TN for IoT NTN has not been discussed extensively, while it has been discussed in NR NTN. So far not many issues have been found.  
One aspect regarding how to prioritize between NTN and TN that is yet to be discussed is during relaxed monitoring operation. Relaxed monitoring, where the UE does not have to perform intra-frequency or inter-frequency measurements, can be activated if three different criteria are fulfilled. First criteria is a relaxed monitoring criteria is fulfilled (Srxlevref - Srxlev) < SsearchDeltaP for a period of TsearchDeltaP. Second criteria is that less than 24 hours have passed since measurements for cell reselection and third is that the UE has performed intra and inter-frequency measurements for at least TsearchDeltaP after selecting and reselecting a new cell.  
If a UE that is capable of both NTN and TN performs relaxed measurements when camping on a TN cell, then there is a significant risk that the NTN cell will be prioritized over the TN cell if a UE is in good line-of-sight with the satellite. This can lead to unneccesary mobility to the NTN cell as the operation in the TN cell is likely a lot more power efficient than the NTN cell. We think that if a UE is camping on a TN cell in relaxed monitoring, then if an NTN cell is detected, the UE should come out of the relaxed monitoring to make sure that there is not an unnecessary cell reselection to an NTN cell. 
[bookmark: _Toc95772655]If a UE is in relaxed monitoring and camping on a TN cell, then it should interrupt the relaxed monitoring if NTN cell is detected.
Furthermore it was mentioned last meeting whether the prioritization between NTN and TN would not be sufficient. In a satellite network, the variety of different types of cells is likely to be a lot less compared to a terrestrial network. Satellite networks usually have 2 types of beams; a set of smaller beams with higher EIRP and a smaller amount of cells with wide beams covering a larger area. There will likely be only two prioritization levels where the smaller beams have priority level x and wider beams have priority level x-1. An example of this can be seen in Figure 2. 
[image: ]
Figure 2. Satellite coverage over Elbonia with smaller beams with higher EIRP in blue and larger beams in orange. 
For a network with NTN overlaid over a terrestrial network, there is already prioritization within the terrestrial network. For prioritization between TN and NTN, this is likely only a problem in places with in-sufficient terrestrial coverage. A UE would likely not have to prioritize between a micro base station and a satellite network, but would only have to prioritize with macro base stations that are on the countryside where there is insufficient terrestrial coverage. In that case we see that there might only be three different networks that are overlaid. Since there are currently 8 priority values this is likely sufficient. 
[bookmark: _Toc95772656]Cell reselection priority values are already sufficient for prioritization between NTN and TN.

Discontinuous coverage
Signalling the coverage
The UE needs to estimate when the  coverage from a particular satellite would begin and end so as to know when to come out of sleep. Therefore, in the last meeting, it was agreed that the satellite ephemeris would be signalled. With this agreement, it is now possible to include information about how coverage for an individual satellite looks like. 
One reason why signalling the coverage is important is that it would tell the UE when it should wake up. Different satellites and different satellite networks usually employ a minimum elevation angle at which a UE may connect. This would be vital for many reasons, such as controlling how many UEs that should be connecting, controlling the minimum signal strength and/or propagation delay at which a UE may connect. Furthermore, if multiple satellites with different coverage are deployed which is a reasonable assumption given that satellite networks are usually deployed over time, then without signaling the coverage it would be difficult for the UE to know when to wake up. 
In [4], the comparison of battery lifetime where the coverage is signalled is compared to when it is not signaled at different MCL. It is seen that the battery life time is not affected so much by signalling the coverage, but the battery life time is heavily affected by MCL. However, if the UE is constantly connecting when operating with a low elevation angle the MCL is likely to be very high, bringing down the battery lifetime significantly. It can be argued that a UE can be prevented from accessing an NTN cell through cell access parameters, but this would not allow UEs in tougher situations to connect such as when a UE is semi-non-LoS, while the elevation angle is high, which is an important factor for IoT NTN solutions to compete with other satellite solutions since IoT NTN offers a large dynamic range in path loss yet still efficient use of the spectrum. In addition, the analysis shows that for devices close to the cell border, there might be a 30% decrease in battery life due to wrong predictions (false positive wake-ups) when beam information is not available and incoming satellites have a smaller cell size. 
For earth-moving cells, if we make the approximate assumption that beams are pointing downwards towards the center of the earth the needed information except the satellite position (given by the satellite ephemeris) is the coverage information. If we can make another assumption that the combined satellite beams create a ”satellite” coverage area that together is roughly circular, then some information that represents this circular area on the surface of the earth is needed. 
[bookmark: _Toc95737641][bookmark: _Toc95772664]For determining earth-moving cells coverage area the needed information is the circular area beneath the satellite.
For earth-fixed cells, the satellite will successively be illuminating areas on the ground as it traverses the earth, which means that the coverage area is no longer directly beneath the satellite. If we can make the same assumption as for the earth-moving case that the coverage area is roughly circular on the surface of the earth, then what is needed is the information that represents the circular area, locations that tells where the center of the circular area is as well as information that gives the time when these areas will be served. 
[bookmark: _Toc95737642][bookmark: _Toc95772665]For determining earth-fixed cells coverage area the needed information is circular coverage area as well as information that gives the time to serve the area.

Then for determining exactly what is the needed information for each case: 
For earth-moving cells, the circular area can be represented by either a minimum elevation angle or a minimum UE-to-sat distance. By using this, the UE can use the trajectory of the satellite to find the time when the UE should wake up to synchronize. With the minimum UE-to-sat distance this is done by finding t_wakeup=t such that |pos_satellite_ECEF(t) – UE_position|<min_UE_sat_distance. And to find the end of the serving time, this is finding t_endtime=t, |pos_satellite_ECEF(t) – UE_position|>min_UE_sat_distance where t>t_wakeup. This is depicted in figure 1. 
[bookmark: _Toc95737630][bookmark: _Toc95772657]Introduce minimum satellite distance or minimum elevation angle to support discontinuous coverage for earth moving cells.
[image: ]
Figure 1. Figure of the method of using distance based techniques to determine coverage. In a) the UE can see that the distance is larger than a threshold and b) determines that it is under the coverage of one cell since the distance is below the threshold. 
For earth-fixed cells, the circular areas can be represented by a radius r as well as a set of points in the middle of the circular areas, where each point is a point on the surface of the earth (could be ECEF or long-lat). If the assumption is that the satellite will start and stop serving an area at the same elevation angle from the reference location, then the information that gives the time to serve the areas can either be represented as an elevation angle or a distance that determines when the circular area would be served. This is possible since the distance from a UE to a satellite is always monotonically increasing up until its maximum and then monotonically decreasing, making it possible to determine when the satellite will start serving an area. 
To determine the time to wakeup is done by finding t where |pos_satellite_ECEF(t) – reference_location|< reference_location_distance, where the reference_location is the reference location in the list that satisfies |UE_location_reference_location| < r. 
[bookmark: _Toc95737631][bookmark: _Toc95772658]Introduce reference location distance or minimum reference elevation angle, as well as radius r and reference location to support discontinuous coverage for earth-fixed cells.
Both moving and fixed-cell information can be signaled through the following: 
CoverageInformation information element
-- ASN1START

CoverageInformation-r17 ::=			CHOICE {
	earthMovingElevationAngle    INTEGER (0..90),
	earthFixed					 SEQUENCE {
    	referenceLocationList-r17	SEQUENCE (SIZE(1..maxReferenceLoc)) OF ReferenceLocation-r17
    	coverageRadius-r17			INTEGER (0..1000)
		activationAngle				INTEGER (0..90)	
	}	
}

ReferenceLocation-r17 ::= 		FFS (if defined as long-lat or GNSS position)

-- ASN1STOP

4	Conclusion
In this contribution we discuss connected mode mobility for IoT NTN considering the following objective in the WID:
“Support of legacy (Rel-16) Handover and RLF/reestablishment mechanisms without major enhancements. For eMTC, Rel-16 LTE CHO procedure can be considered without major enhancements. Minor adjustments to existing mobility mechanisms, such as a new parameter values, change to timing etc. can be considered to adapt functionality to NTN.”

The following observations have been made: 
Observation 1	LTE has similar location reporting abilities through measurement report as was agreed to be utilized for NR NTN to report fine location info.
Observation 2	The RRC Connection Release timer was introduced to prevent state mismatch between eNodeB and UE.
Observation 3	The RRC Connection Release timer for BL UEs or UEs in CE is insufficient for NTN with high propagation delay (GEO scenarios).
Observation 4	Current GNSS validity duration operation would make network operations very challenging.
Observation 5	The UE going to idle with release cause ‘RRC Connection Failure’ could help in some aspects, but still leaves network with problems.
Observation 6	For determining earth-moving cells coverage area the needed information is the circular area beneath the satellite.
Observation 7	For determining earth-fixed cells coverage area the needed information is circular coverage area as well as information that gives the time to serve the area.

Based on the discussion in the previous sections we propose the following:

Proposal 1	If the privacy requirements on NB-IoT are deemed to be less stringent than for NR NTN, the UE reports coarse location if configured by the network.
Proposal 2	UE Information Request/Response procedure is used to deliver detailed location information after AS security has been established.
Proposal 3	In UP solution, UE provides the detailed location information in RRCConnectionResumeComplete message.
Proposal 4	RAN2 to discuss whether location information should be sent in the connection re-establishment complete and connection reconfiguration complete message.
Proposal 5	RAN2 to discuss whether location information should be sent during EDT procedure.
Proposal 6	RRC Connection Release timer is increased from 1.25 s to 2.5 s for BL UEs or UEs in CE operating in NTN.
Proposal 7	Current GNSS validity duration operation needs to be changed or added to.
Proposal 8	RAN2 to discuss one of the following options for GNSS validity duration:
	GNSS performing RLF instead of going to idle mode
	Sending GNSS validity duration
	UE reports leaving the network at the end of the GNSS validity duration
	Reducing minimum GNSS validity durations
	GNSS validity duration requirements
Proposal 9	If a UE is in relaxed monitoring and camping on a TN cell, then it should interrupt the relaxed monitoring if NTN cell is detected.
Proposal 10	Cell reselection priority values are already sufficient for prioritization between NTN and TN.
Proposal 11	Introduce minimum satellite distance or minimum elevation angle to support discontinuous coverage for earth moving cells.
Proposal 12	Introduce reference location distance or minimum reference elevation angle, as well as radius r and reference location to support discontinuous coverage for earth-fixed cells.
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