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1. Introduction
In the last meetings, RAN2 had several agreements on the CPAC. In this document, we discuss the remaining issues. 
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]2. Discussion
2.1 Relation with deactivated SCG
In R16 CHO, when the execution condition of one candidate cell is satisfied, the UE access to this candidate cell. And then the target node sends the handover success message to the source node. In R17 CPAC, we think the DU of the target SN will send the access success message to the CU of the target SN when the UE successfully access to the target SN.  In the last meetings, RAN2 has agreed that the UE may not trigger the RACH procedures to the target SN if the SCG is deactivated during the PSCell change. If the SCG deactivation is supported in the CPAC, it will have impact on RAN3.
Also RAN3 has agreed that both the MN and SN can request the SCG (de)activation. And RAN2 and RAN3 has agreed that the network can modify the CPAC configuration. In our understanding, if the CPAC with SCG (de)activation is supported, the network may need to change the SCG status during the CPAC. Then the network need to modify the CPAC configuration. It will bring many signalling in Xn and Uu.
According to the above discussion and the time of the R17, we propose that the CPAC with SCG (de)activation is not supported in R17.
CPAC with SCG (de)activation is not supported in R17.
2.2 Maximum number of CPAC
In R16, RAN2 agreed that the maximum number of CHO and intra-SN CPC is 8. In our understanding, the motivation is to reduce the memory and processing requirements. In our understanding, we can reuse the limitation in R17.
The maximum number of CPA or CPC is 8.

2.3 Co-existence between CHO and CPAC
In the last meetings, some companies propose the co-existence between CHO and CPAC.
The first issue is whether the total maximum number of candidate cells for the CHO and CPAC is shared and the total maximum number is still 8. In our understanding, the total maximum number of candidate cells is still 8 due to the limitation of UE complexity.  
In R16, the CHO and intra-SN CPC cannot be configured at the same time because the coordination between MN and SN is needed. In R17 CPAC, the MN knows the configuration of the CHO and CPAC and also knows how many candidate cell has prepared. Therefore for the limitation of the maximum number of candidate cells, the coordination between the MN and SN is not needed. But there may be have one impact on the SN triggered CPC. In our understanding, the MN only forwards the candidate PSCells to the candidate SN in the SN trigged CPC. But in the co-existence between CHO and CPAC, the MN may only forward parts of candidate PSCells to the candidate SN due to the limitation of maximum number of candidate cells. Therefore it has impact on CPAC. But we are not sure whether there are impacts on specification.
The next issue is the UE behaviours when both the execution condition of CHO and CPAC is satisfied. In our understanding, it is up to UE implementation to decide which procedure is to be used. We think there are no impacts on specification.
If the co-existence between CHO and CPAC does not have impacts on RAN2&3 specifications, it can be supported in R17, Otherwise, it is not supported. 

2.4 Unsynchronized update of MCG configuration at CPAC execution 
In the previous RAN2 meeting, a few companies raised this issue. In the CPAC, the MN sends the condRRCReconfig/condReconfigurationToApply , which contains the MCG and SCG re-configurations for each candidate PSCell. Different candidate PSCells correspond to different SCG and MCG re-configurations. Once the associated candidate PSCells’ trigger condition is fulfilled, the UE will apply the stored MCG and SCG re-configurations of the selected PSCell and perform PSCell addition or change. Then, the UE replies the RRCReconfigurationComplete or RRCConnectionReconfigurationComplete ‎message including the selected target PSCell to ‎the MN by the updated MCG configuration. It means the UE will reply the RRCReconfigurationComplete or RRCConnectionReconfigurationComplete ‎message after the UE has updated the MCG configuration corresponding to the selected target PSCell. However, the MN does not know when the UE applies the stored MCG and SCG re-configurations corresponding to the target PSCell. Therefore, if the MN uses the current MCG configuration when the UE transmits the RRCReconfigurationComplete or RRCConnectionReconfigurationComplete ‎message, while the UE uses one of the conditional configurations, not only the MN may not be able to decode the RRC reconfiguration complete message (which includes an indication of the configuration selected by the UE) but further data transmission/reception may fail, eventually resulting in RRC re-establishment.
In the last meeting, some companies suggested two alternative solutions below:
	[bookmark: _Toc79088268]The UE notifies the MN that conditions have been fulfilled for CPAC using UE’s current configuration (i.e. not the MCG configuration to be applied). FFS which solution to specify:
1. [bookmark: _Toc79088269]The UE notifies the network of CPAC execution before transmitting RRCReconfigurationComplete with the new MCG configuration.
2. [bookmark: _Toc79088270]The UE transmits RRCReconfigurationComplete upon CPA/CPC execution with current configuration (including an embedded RRCReconfigurationComplete with newly applied configuration).



Both of these two solutions could solve the problem mentioned above. 
For the option 1:
-	the UE needs to send an extra message to the MN with the current MCG configuration to let the MN know that one of the PSCells is trigged to perform addition or change
-	the extra message should contain the condReconfigId/CondReconfigurationId of the target PSCell so that the MN can switch to the new MCG configuration corresponding to the selected target PSCell.
-	the UE should not apply the conditional reconfiguration before the extra message is received by the MN.
But in the option 1, the UE will send the RRCReconfigurationComplete message after the UE has confirmed that the network has received the extra message. In our understanding, it will increase the specification work and also it will increase the delay of using the conditional reconfiguration.
For the option 2:
-	the UE shall transmit the RRC(Connection)ReconfigurationComplete message with the existing configuration;
-	the UE shall apply the new configuration only afterwards, including random access if reconfigurationWithSync/mobilityControlInfo was included in the reconfiguration.
But in the option 2, it need to change the order of appling the conditional reconfiguration and will increase the specification work.
Alternatively, the MN could configure conditional configurations such:
-	either the MN can decode an RRC(Connection)ReconfigurationComplete sent using them at any time (at least, no change of the MCG configuration would work),  or
-	use reconfigurationWithSync/mobilityControlInfo with reserved RACH resources so that, if the MN cannot do multiple decoding, the MN provides different RACH resources
This restricts the flexibility for the MN but saves RAN2 specification work. Considering the time of R17,  we propose that it is the MN to ensure that it can decode the RRCConnectionReconfigurationComplete message at CPAC execution.
It is the MN to ensure that it can decode an RRCConnectionReconfigurationComplete message at CPAC execution with the new MCG configuration of any conditional configurations.

[bookmark: _Toc423020296][bookmark: _Toc423019950][bookmark: _Toc423020279]3. Conclusion
Based on the discussion in this paper, we propose the following:
1. [bookmark: _Toc423020280]CPAC with SCG (de)activation is not supported in R17.
1. The maximum number of CPA or CPC is 8.
1. If the co-existence between CHO and CPAC does not have impacts on RAN2&3 specifications, it can be supported in R17, Otherwise, it is not supported. 
1. It is the MN to ensure that it can decode an RRCConnectionReconfigurationComplete message at CPAC execution with the new MCG configuration of any conditional configurations.
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