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[bookmark: _Ref83278801]Introduction
The current R17 solution for handling Survival Time is based on triggering entry into Survival Time state upon receiving one single (N=1) HARQ-NACK for an UL transmission on CG carrying data for a DRB supporting Survival Time. Whether the entry into Survival Time could be conditioned to the reception of N>1 HARQ-NACKs for that DRB remains an open issue that could not be concluded in the pre-117e UP offline [1].
7	Following a HARQ-NACK, entry to Survival Time state is triggered only for the DRBs (with a requirement for Survival Time) which are included in the MAC PDU associated with the grant used for transmission of the TB
8	We will support the case where N=1.  FFS if cases with N>1 are supported
In this contribution we show that this extension is an unnecessary optimization of the current solution.
Discussion
The recurring argument in support of the N>1 extension essentially is [1] that for traffic usecases with large enough transmission interval, there is time for two or more retransmission attempts of a traffic message before triggering Survival Time. Hence, triggering Survival Time on the first HARQ-NACK would not leave a chance to the 2nd and later retransmissions to succeed, thus resulting in over-triggering the entry to Survival Time and as a consequence, unnecessarily consuming duplication resources.
First, it is interesting to check which usecases are targeted with the N>1 solution.
In RAN2#114e, it was agreed to focus on the top 3 rows of Table 5.2-1 of TS22.104 [2] as target usecases for designing the Survival Time solution, provided other usecases have sufficiently loose e2e latency requirements to be handled by gNB implementation:

Agreements:
1	RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)

	TS22.104
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)

	99,999 % to 99,99999 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms






Focusing on the most stringent usecase (0.5ms transfer interval) we showed in [3] that the minimum HARQ round-trip time addressing such usecase is ~420 µs, thus allowing gNB to schedule a retransmission before the next CGO. Clearly, when the transfer interval is larger as is the case for the other two selected usecases, 1ms and 2ms, the same analysis yields a possibility for 1 and 3 additional retransmission attempts. Hence it seems attractive for such usecases to configure N = 2 and 4 respectively.
However, a first observation is that such minimum HARQ round-trip time is achieved with the shortest possible R16 RAN1 latencies assumptions assuming extreme configurations and PDSCH/PUSCH processing capability #2 (the faster one) which is only supported for 15/30/60kHz numerologies. When serving more relaxed traffic, it could be more efficient to also use less stringent numerologies, but with a latency impact that would reduce (disallow for the 1ms usecase) the additional retransmission opportunities, hence the need to support N>1. This is illustrated in Table 1 (computation details are provided in [3]). 
Observation 1: Proper numerology configuration matching the served traffic latency requirement does not necessarily allows more than 1 retransmission attempt, even for the 1ms and 2ms usecases.
[bookmark: _Ref68108854][bookmark: _Ref68110263]Table 1: Minimum round-trip time for a retransmission
	u
	df [kHz]
	Latencies (symbols)
	u
	df [kHz]
	Min ReTx latency

	
	
	(1)
	(2)
	(3)
	(4)
	(5)
	
	
	sym
	us

	0
	15
	2.00
	4.00
	2.00
	1.00
	2.50
	0
	15
	11.50
	821.43

	1
	30
	2.00
	6.50
	2.00
	1.00
	2.75
	1
	30
	14.25
	508.93

	2
	60
	2.00
	13.00
	2.00
	1.00
	5.50
	2
	60
	23.50
	419.64



Second, it is interesting to check the actual efficiency gains from counting the retransmission failures.
When N=1, a transmission failure always triggers Survival Time which will activate duplication for a number of packets. It is left to gNB implementation to assess when to come back to normal state but it is assumed that gNB will not let resources unnecessarily activated if the Survival Time was over-triggered. We assume at most 10 packets could be sent with duplication before coming back to normal state.
When N>1, there are two possible outcomes in the same situation: either Survival Time is triggered or it is not. In the former case, there is no difference with N=1, since duplication is activated for the next CGO transmission. In the latter case, this is where the N>1 solution saves unnecessary duplication activation. Compared with N=1, the gain is that we transmit 10 packets without duplication. It is therefore interesting to check how often this happens.
Each such usecase comes with a Communication Service Availability (CSA) requirement, defined as a range. The communication service becomes unavailable (CSU) when the Survival Time is missed or exceeded, which shall be no more than 1-CSA. For the usecases of the top 3 rows of Table 5.2-1 the Survival time is equal to the transfer interval, meaning that the service becomes unavailable after two consecutive message transmission failures. Thus the primary approach for achieving the CSA performance consists in setting the reliability (PER) of the UL transmission so that the probability of two consecutive packet failures is below the CSU, assuming uncorrelated errors. An example of such relationship between reliability (as defined in TS 22.261) and communication service availability when the Survival Time is equal to the transfer interval is provided in Table 5.1-1 of TS22.104. Table 2 below provides the range of CSA/CSU/PER values for the 500µs and 1&2ms usecases. It should be noted that SA1 added as a “warning” that “This is done for a special case where packet errors are uncorrelated, which in many cases is an unrealistic assumption”. This true statement is precisely the reason why we design a feature tracking the 1st failed packet to trigger duplication for the next packet, thus not just relying on PER statistics to address Survival Time. Still, the uncorrelated assumption is good enough to set the initial/baseline PER of the UL transmissions.
[bookmark: _Ref83048364]Table 2: Target PER addressing CSA requirements
	Usecase
	CSA requirement in TS22.104
	CSU
	PER

	ST = 500 µs
	99.999 % to 99.999 99 %
	10-5 to 10-7
	3.16*10-3 to 3.16*10-4

	ST = 1&2 ms
	99.999 9 % to 99.999 999 %
	10-6 to 10-8
	10-3 to 10-4


As can be observed, the PER requirements for the 1&2ms usecases (subject to N>1 configuration) are in the range [10-3 to 10-4]. It can then be concluded that: configuring the 1ms and 2ms usecases with N=2 and 4, respectively, would prevent from transmitting 10 packets out of 1000 with duplication.
Observation 2: Configuring the 1ms and 2ms usecases with N=2 and 4, respectively, would save transmitting ~10 packets out of 1000 with duplication.
On the other hand, supporting N>1 also requires designing a new timer for resetting the counter, as well as discussing the behavior when duplication is already activated, in CA, and DC. Considering no time is left for discussing this and the very marginal gain it provides, we propose to abandon supporting N>1 in the Survival Time design.
Proposal: N>1 is not supported in the Survival Time design.

[bookmark: OLE_LINK11][bookmark: OLE_LINK10][bookmark: OLE_LINK88][bookmark: OLE_LINK89]Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we reached below observations and proposal:
Observation 1: Proper numerology configuration matching the served traffic latency requirement does not necessarily allows more than 1 retransmission attempt, even for the 1ms and 2ms usecases.
Observation 2: Configuring the 1ms and 2ms usecases with N=2 and 4, respectively, would save transmitting ~10 packets out of 1000 with duplication.
Proposal: N>1 is not supported in the Survival Time design.
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