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Introduction

In the previous RAN2 meetings, there are extensively discussion and agreements on the RAN solutions for introduction of the new QoS parameter survival time (ST). And there are still some open issues on this topic. In this contribution, the analysis on one issue which requires company’s contribution to make progress on the decision.
Discussion

The conclusions relevant to the open issue are as follows:
	We will support the case where N=1.  FFS if cases with N>1 are supported

In that case, when PDCP duplication is already activated in dual connectivity, in order to minimize dependencies between MAC entities in a configuration with survival time the UE enters Survival Time upon reception of one HARQ NACK at either MCG or SCG.   

Within a MAC entity, the determination of HARQ-NACKs does not incur interaction between different CCs. When PDCP duplication is already activated in CA duplication for a configuration of survival time, the UE enters Survival Time upon reception of one HARQ NACK at any CC.


In the previous RAN2 meetings, RAN2 assumes that the gNB implementation solutions as the mechanisms for survival time handling are not sufficient and UE-based reactive solutions could be studies as well. The survival time status should be monitored after the message failure detected. RAN can detect such kind of failure based on ONLY ONE HARQ NACK received at either MCG or SCG (if PDCP duplication is already activated in dual connectivity) or ONLY ONE HARQ NACK received at any CC (if PDCP duplication is already activated in CA duplication). The solutions on the RLC-NACK, PDCP SN and L1 HARQ feedback are discussed in the previous meetings and not be pursued. The HARQ retransmission grant explicitly expressed as HARQ NACK is considered as one solution to indicate the UE to enter the survival time monitoring status. 
In the summary discussion of #114e meeting, RAN2 assumes to take the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms), , copied below for reference,which indicates that one message failure leads the UE enters survival time status:

Motion Control: ST=0.5ms, Traffic period =0.5ms, latency< 0.5ms.
Motion Control: ST=1ms, period=1ms, latency< 1ms.

Motion Control: ST=2ms, period=2ms, latency< 2ms.
 Based on this, Survival Time triggered proactively based on Sequence Number is excluded in this release. Hence, it is assumed as a common understanding that for non-stringent usecases, gNB has enough time to successfully detect and react to Survival Time and trigger the recovery mechanism for the traffic entering into ST status before the Survival Time expired. Therefore, it is important to focus the solutions on the most stringent case.
Observation 1: In RAN2#114e meeting, RAN2 already agreed that take the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms), which confirmed the assumption that the target scenario is for stringent use cases.

Observation 2: RAN2’s common understanding is that for non-stringent use cases, gNB has enough time to successfully detect and react to Survival Time and trigger the recovery mechanism for the traffic entering into ST status before the Survival Time expired. Therefore, it is important to focus the solutions on the most stringent case.
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communica​tion service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of Ues
	Service area 
(note 3)
	Remarks

	99.999 % to 99.999 99 %
	~ 10 years


	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 %
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Dis​
ribute automated switch​ing for isolation and service restoration (A.4.4); (note 5) 

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	50 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	250 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x

30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1,000 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99.999 9 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.999 9 % to 99.999 999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h (linear movement)
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99.999 999 %
	1 day
	< 8 ms

(note 14)
	250 kbit/s
	40 to 250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Opera​tion Panel: Emer​gency stop (connectivity availability) (A.2.4.1A)

	99.999 99 %
	1 day
	< 10 ms

(note 14)
	< 1 Mbit/s
	<1024
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Safety data stream (A.2.4.1A)

	99.999 999 %
	1 day
	10 ms to 100 ms

(note 14)
	10 kbit/s
	10 to 100
	10 ms to 100 ms
	transfer interval
	stationary
	2 or more
	100 m² to 2,000 m²
	Mobile Operation Panel: Control to visualization (A.2.4.1A)

	99.999 999 %
	1 day
	< 1 ms

(note 14)
	12 Mbit/s to 16 Mbit/s
	10 to 100
	1 ms
	~ 1 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Motion control (A.2.4.1A)

	99.999 999 %
	1 day
	< 2 ms 

(note 14)
	16 kbit/s (UL)
2 Mbit/s (DL)
	50
	2 ms
	~ 2 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Haptic feedback data stream (A.2.4.1A)

	99.999 9 % to 99.999 999 %
	~ 1 year
	< transfer interval
	–
	40 to 250


	< 12 ms (note 7)
	12 ms
	< 8 km/h (linear movement)
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels –remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99.999 9 % to 99.999 999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99.999 %
	TBD
	~ 50 ms  
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Primary frequency control (A.4.2); (note 9)

	99.999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60 s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10,000 to 100,000
	≤ 10 km x 10 km x 50 m
	Plant asset management (A.2.3.3)

	>99.999 999 %
	> 10 years
	< 2 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	1
	< 100 m2
	Robotic Aided Surgery (A.6.2)

	>99.999 9 % 
	> 1 year
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	2 per 1,000 km2
	< 400 km (note 12)
	Robotic Aided Surgery (A.6.2)

	>99.999 %
	>> 1 month 
(< 1 year)
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	80
	1 ms
	transfer interval value
	stationary
	20 per 100 km2
	< 50 km (note 12)
	Robotic Aided Diagnosis (A.6.3)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisa​tion informa​tion
	> 5 ms
> 2.5 ms
> 1.7 ms
(note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 6 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50  m x 5 m x 5 m
(note 11)
	Cooperative carrying – fragile work pieces; (ProSe communication) (A.2.2.5)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisa​tion informa​tion
	> 5 ms 
> 2.5 ms
> 1.7 ms (note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 12 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m
(note 11)
	Cooperative carrying – elastic work pieces; (ProSe communication) (A.2.2.5)

	NOTE 1:
One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.

NOTE 2:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE 3:
Length x width (x height).

NOTE 4:
(void)

NOTE 5:
Communication includes two wireless links (UE to UE).

NOTE 6:
This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.

NOTE 7:
The transfer interval deviates around its target value by < ±25 %.

NOTE 8:
The transfer interval deviates around its target value by < ±5 %.

NOTE 9:
Communication may include two wireless links (UE to UE).

NOTE 10:
The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or three times, respectively).

NOTE 11:
Service Area for direct communication between Ues. The group of Ues with direct communication might move throughout the whole factory site (up to several km²). 

NOTE 12:
Maximum straight-line distance between Ues. 

NOTE 12a:
It applies to both UL and DL unless stated otherwise.

NOTE 13:
It applies to both linear movement and rotation unless stated otherwise. 

NOTE 14:
The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.


On the other hand, RAN2 has agreed to support N=1, which is mostly sufficient to cover all survival time use cases regardless of the actual requirement without any issue. In last meeting, some opponents argue it is less efficient due to “early entry to survival time state”, but considering that HARQ NACK should be a rare event, we think such efficiency loss can be ignored, so making N>1 is an overkill and we do not see any necessity for such optimization. Besides, as we illustrated above, if the survival time is not so urgent that can tolerate more than ONE times of failure, the network will have sufficient time to detect the abnormal status and perform proper recovery actions such as activating PDCP duplication or adjusting L1/L2 configurations. Moreover, although the support of N >1 may delay the UE to enter into the survival time state and avoid the ping-pong issue, the additional complexity and benefit has not been clearly evaluated. Even if we do not support N>1, the ST mechanism still works since N=1 is already supported as benchmark. Considering the limited time budget, it is difficult to convert a specified solution to the support of N >1, which is not be a critical issue, we prefer to stick to the N=1, and RAN2 should not spend time on N >1 in this release.
Observation 3: RAN2 has agreed to support N=1, which is mostly sufficient to cover all survival time use cases regardless of the actual requirement without any issue.
Proposal 1: RAN2 should not spend time on N >1 in this release. 
Conclusion

In this contribution, the analysis on the issue that FFS if cases with N>1 are supported  are discussed.
Observation 1: In RAN2#114e meeting, RAN2 already agreed that take the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms), which confirmed the assumption that the target scenario is for stringent use cases.

Observation 2: RAN2’s common understanding is that for non-stringent use cases, gNB has enough time to successfully detect and react to Survival Time and trigger the recovery mechanism for the traffic entering into ST status before the Survival Time expired. Therefore, it is important to focus the solutions on the most stringent case.
Observation 3: RAN2 has agreed to support N=1, which is mostly sufficient to cover all survival time use cases regardless of the actual requirement without any issue.
Proposal 1: RAN2 should not spend time on N >1 in this release. 
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