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Introduction
[bookmark: _Ref178064866]This contribution discusses controversial remaining open issues for BAP routing operation of Rel-17 IAB based on the endorsed BAP running CR and the agreements thus far.
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Issue 1. Header rewriting is determined by the receiving part vs the transmitting part
The running BAP CR specifies determination of BAP header rewriting for inter-topology routing at the receiving part, but some companies has concerns that this update unnecessarily touches the receiving part and there is no issue to specify this at the transmitting part. This is remained as FFS for further discussion.
In our view, no problems are identified for either way and it seems just a matter of choice for modelling. Considering that a transmitting part of Rel-16 BAP entity can identify ingress link of a BAP Data PDU and this ingress link information is already used for transmission operation in the current BAP specification, the transmitting part would be more appropriate for determination of BAP header rewriting for inter-topology routing. In addition, if this change is specified in the transmitting part, all related changes and operations for inter-topology (re)routing can be specified in one place, i.e., routing section. This would be also good to enhance the readability of the BAP specification. 
Proposal 1. The determination of BAP header rewriting for inter-topology routing should be modelled in the transmitting part.

Issue 2. the BAP header rewriting operations/steps due to inter-topology routing and inter-topology re-routing are done in one step or separate steps
We need to check difference between inter-topology routing and inter-topology re-routing. The BAP header rewriting of a BAP Data PDU for inter-topology routing should be performed first before performing routing operation because BAP header information of the BAP Data PDU from different topology cannot be used for routing operation and this BAP Data PDU may be unnecessarily discarded due to routing failure if BAP header rewriting is not performed first.
Observation 1. The BAP header rewriting of a BAP Data PDU for inter-topology routing should be performed first before performing routing operation. 

However, the BAP header rewriting of a BAP Data PDU for inter-topology RE-routing is different. Basically RE-routing is determined based on link availability of the next hop IAB node during performing routing operation. If the next hop IAB node determined by the BAP address and Path ID of the BAP Data PDU is unavailable, another route associated next hop link available is selected based on BAP address only and then, if needed, the BAP header of the BAP Data PDU can be rewritten for this inter-topology RE-routing. After this BAP header rewriting, the BAP Data PDU can be transmitted to the selected next hop link. This means that the BAP header rewriting of a BAP Data PDU for inter-topology RE-routing may be determined after routing operation with the original BAP header information of the BAP Data PDU.
Observation 2. The BAP header rewriting of a BAP Data PDU for inter-topology RE-routing is performed after performing routing operation with the original BAP header information of the BAP Data PDU.

With observation 1 and 2, it is clear that the BAP header rewriting step due to inter-topology routing and inter-topology re-routing is different and those steps should be separated. If those two BAP header rewriting steps are merged into one step, we think that the BAP entity has to check all routing entries to see next hop link availability for a new Routing ID determined by BAP header rewriting operation. Then another new round of check all routing entries to see next hop link availability for another new Routing ID may be performed if there is no available next hop link for the first new Routing ID. We are sceptical on this complicated operation and prefer not to mix up between inter-topology routing and inter-topology re-routing. 
Proposal 2. For upstream at the boundary node, the BAP header rewriting operations due to inter-topology routing and inter-topology re-routing are done in separate steps.

Issue 3. egress link selection is performed before or after header rewriting for local re-routing
Issue 4. the BAP header rewriting for re-routing is based on one “previous routing ID to new routing ID” table or based on routing table configuration
Both issue 3 and 4 are related to local re-routing and given that local re-routing exists from the Rel-16 IAB, it would be good to have the Rel-16 local re-routing as baseline to make the procedure simple as much as possible.
As per the Rel-16 local re-routing below, when BH RLF occurs on a link, the BAP entity may perform routing again based on BAP address only of the BAP Data PDU and can only select the entry whose egress link corresponding to the Next Hop BAP Address is available. We think that this spirit should be kept even for Rel-17 local re-routing.
Observation 3. In Rel-16 local re-routing, when the BAP entity selects the entry for local re-routing, the next hop link availability of the entry is check at the same time.
	Local re-routing in the Rel-16 BAP specification:
-	else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:
-	select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;



With the observation 3, the difference between Rel-16 local re-routing and Rel-17 local re-routing is that the Rel-17 local re-routing may need BAP header rewriting of the BAP Data PDU in some cases. For the BAP header rewriting for re-routing, there are two options:
· Option 1. “previous routing ID to new routing ID” table;
· Option 2. routing table configuration.

If the option 1 is used, the BAP entity does not know whether a next hop link for a new routing ID is available or not and then another round of routing is needed to select the next hop link based on the rewritten BAP address and path ID. However, we think this is different from Rel-16 local re-routing because local re-routing after BAP header rewriting is based on the BAP address and Path ID together according to the endorsed running BAP CR. 
Observation 4. The endorsed BAP running CR is specified based on the option 1, i.e., “previous routing ID to new routing ID” table, and local re-routing behaviour is different from Rel-16 local re-routing. 

For the option 2, local re-routing is performed based on BAP address only and then if the selected entry whose next hop link is available has a new Routing ID, the header rewriting for the BAP Data PDU can be performed based on this new Routing ID. Of course, this requires a new field, i.e., new Routing ID, in the routing table configuration, but this new Routing ID field will be exist only a few entries in the routing table configuration and this may not require big signalling overhead as well compared to the option 1. Thus, it is preferred to perform BAP header rewriting for re-routing based on the routing table configuration. When the BAP header rewriting for local re-routing is performed, even if the local re-routing is only based on the BAP address only, the BAP header rewriting should update both the BAP address and Path ID to satisfy the previous RAN2 agreement. Example TP is shown below (full TP is contained our companion document, i.e., R2-2201430)
Proposal 3. Local re-routing for Rel-17 IAB should be performed based on BAP address only as done in legacy Rel-16 IAB. 
Proposal 4. Introduce a new filed, i.e., new Routing ID, in the routing table configuration for Rel-17 local re-routing. 
Proposal 5. The egress link selection is performed before BAP header rewriting for local re-routing.
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Issue 5. Configurations, i.e., separate routing tables for concatenated/non-concatenated traffic or upstream/downstream, separate header rewriting table for upstream/downstream
In this section, we reuse terminologies which were used in the email/offline discussion to avoid unnecessary confusions and discuss the issue on the same page.
For separate routing tables for concatenated and non-concatenated traffic, considering that non-concatenated traffic is for intra-topology routing and concatenated traffic is for inter-topology routing, we think that it is natural to have separate routing table for concatenated and non-concatenated traffic at least for upstream. If one routing table for concatenated and non-concatenated traffic is used, there may be ambiguity to determine the routing route because two different IAB node can have same BAP address. 
Proposal 6. Separate routing tables for concatenated and non-concatenated traffic are supported.

For separate routing tables for upstream toward inter-topology and downstream from inter-topology, some companies argue that the case, i.e., “one routing ID used in the 2nd topology for downstream may be same as one routing ID used in 2nd topology for upstream.”, has ambiguity and this should be removed. In our view, however, this ambiguity can be removed by the proposal 6, i.e., Separate routing tables for concatenated and non-concatenated traffic, and there is no need to introduce separate routing tables for upstream and downstream due to following reason. Even though one routing ID used in the 2nd topology for downstream may be same as one routing ID used in 2nd topology for upstream, we think that the one routing ID used in the 2nd topology for downstream should use the routing table for non-concatenated traffic after BAP header rewriting, but the one routing ID used in 2nd topology for upstream should use the routing table for concatenated traffic after BAP header rewriting. Thus, no ambiguity is expected in this case.
Proposal 7. Separate routing tables for upstream and downstream are NOT supported.

For separate header rewriting tables for upstream and downstream, we are not sure this ambiguity actually happens based on the agreements in RAN2/RAN3 so far. However, considering the BAP header rewriting operation for inter-topology routing specified in the current BAP running CR, the boundary IAB node needs to check header rewriting table for each BAP PDU to be transmitted in upstream. If there is separate header rewriting table for upstream and downstream, the processing power for upstream can be reduced a lot. Thus, it would be good to have separate header rewriting tables for upstream and downstream, but this should be confirmed after making more concrete agreements for inter-topology routing in the RAN2/RAN3. 
Proposal 8. Postpone the decision whether separate header rewriting tables for upstream and downstream are supported until RAN2/3 makes more concrete agreements for inter-topology routing.

The last important remark is that even if we support separate routing or header rewriting tables, we think that procedures should be specified in general and this aspects can be addressed with the general magic sentence in the routing section. If a specific routing table for concatenated/non-concatenated traffic or upstream/downstream is specified in the procedure text, it should be difficult to capture all possible cases and the whole procedure text may be complex. It would be better to leave it implementation to select right routing/header rewriting table among the configured routing/header rewriting tables for each BAP Data PDU. 
Proposal 9. Even if separate routing tables are configured, routing procedure text should be specified in general and it is up to implementation to select a correct routing/header rewriting table for each BAP Data PDU among the configured routing/header rewriting tables. 

Issue 6. Finalize local re-routing behaviour based on congestion indication
Actually local re-routing behaviour for BH RLF indication needs to be finalized, this is still controversial at the BH RLF indication agenda. Thus, this section only focuses on local re-routing behaviour based on congestion indication. 
For local re-routing based on congestion feedback, one remaining is about the granularity. More specifically, it is FFS if the per BH RLC channel level link congestion should also be determined for local rerouting. In our view, per BH RLC channel is not needed and per routing ID granularity is sufficient since the BAP routing is performed based on routing ID. In addition, considering that the current BAP routing operation is to determine the next egress link first and then select a BH RLC channel on the determined egress link, if per BH RLC channel granularity is applied, this would increase complexity of local re-routing operation because the IAB node needs to perform routing operation again after determining the BH RLC channel and then again to select the BH RLC channel again on the re-routed link.
Proposal 10. Per BH RLC channel granularity of flow control feedback triggered local re-routing is not introduced in Rel-17 IAB.

If the proposal 9 is agreeable, considering the agreements on local re-routing based on flow control feedback so far, we think that the following NOTEs can be added in the BAP running CR to capture local re-routing based on flow control feedback to finalize local re-routing behavior based on congestion indication.
Proposal 11. Capture the following NOTE to the BAP running CR: “NOTE y: An egress link may be not considered to be available for a BAP routing ID, if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.”

We submit the text proposal as a companion document, which captures above all proposals, please see R2-2201430. 
Proposal 12. Agree the text proposal in R2-2201430 as the baseline for further discussion of BAP routing operation. 

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations and proposals:
Observation 1. The BAP header rewriting of a BAP Data PDU for inter-topology routing should be performed first before performing routing operation. 
Observation 2. The BAP header rewriting of a BAP Data PDU for inter-topology RE-routing is performed after performing routing operation with the original BAP header information of the BAP Data PDU.
Observation 3. In Rel-16 local re-routing, when the BAP entity selects the entry for local re-routing, the next hop link availability of the entry is check at the same time.
Observation 4. The endorsed BAP running CR is specified based on the option 1, i.e., “previous routing ID to new routing ID” table, and local re-routing behaviour is different from Rel-16 local re-routing. 

Proposal 1. The determination of BAP header rewriting for inter-topology routing should be modelled in the transmitting part.
Proposal 2. For upstream at the boundary node, the BAP header rewriting operations due to inter-topology routing and inter-topology re-routing are done in separate steps.
Proposal 3. Local re-routing for Rel-17 IAB should be performed based on BAP address only as done in legacy Rel-16 IAB. 
Proposal 4. Introduce a new filed, i.e., new Routing ID, in the routing table configuration for Rel-17 local re-routing. 
Proposal 5. The egress link selection is performed before BAP header rewriting for local re-routing.
Proposal 6. Separate routing tables for concatenated and non-concatenated traffic are supported.
Proposal 7. Separate routing tables for upstream and downstream are NOT supported.
Proposal 8. Postpone the decision whether separate header rewriting tables for upstream and downstream are supported until RAN2/3 makes more concrete agreements for inter-topology routing.
Proposal 9. Even if separate routing tables are configured, routing procedure text should be specified in general and it is up to implementation to select a correct routing/header rewriting table for each BAP Data PDU among the configured routing/header rewriting tables. 
Proposal 10. Per BH RLC channel granularity of flow control feedback triggered local re-routing is not introduced in Rel-17 IAB.
Proposal 11. Capture the following NOTE to the BAP running CR: “NOTE y: An egress link may be not considered to be available for a BAP routing ID, if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.”
Proposal 12. Agree the text proposal in R2-2201430 as the baseline for further discussion of BAP routing operation. 
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-__if the entry selected above has a New Routing ID:»

- replace the BAP header of the BAP Data PDU, where the DESTINATION field is reset to the leftmost 10
bits of New Routing ID of the entry selected above (i.e. BAP address), and the PATH field is reset to the
rightmost 10 bits of New Routing ID of the entry selected above (i.e. BAP path identity)..
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