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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the previous meeting, the HbH flow control was discussed, and the enhancement is to configure the congestion threshold to the IAB node in order to help the IAB node determine the congestion of its child node. The running CR for TS38.340 has the following description:
	5.3.1.y	Receiving operation
For a link, the BAP entity at the IAB-DU or IAB-donor-DU may:
-	if the available buffer size as indicated by the received BAP Control PDU for flow control feedback per BAP routing ID is less than the [congestedThreshold-r17], if configured:
-	consider the BH link as congested for this BAP routing ID (for rerouting purpose defined in accordance with clause 5.2.1.3).
Editor's Note:	 FFS if the per BH RLC channel level link congestion should also be determined for local rerouting.



In the past, the HbH flow control is mainly discussed considering the IAB node is single connected. However, in Rel-17, the inter-donor topology redundancy is introduced, which results in that the HbH flow control should be performed at the boundary node towards two parent nodes. In this contribution, we will address HbH flow control in topology redundancy case. 
2. Discussion
- Issue 1: available buffer size reporting
For intra/inter-donor topology redundancy, the boundary node is served by two parent nodes so that the congestion is resulted from the traffic from both MCG and SCG. The following figures show two examples for intra-donor and inter-donor case, respectively.  


For HbH flow control, the boundary IAB node should send the BAP control PDU to two parent nodes in order to report the available buffer size for a BH RLC CH/BAP routing path. Since the header rewriting is performed for the traffic from the SCG, the reported BH RLC CH ID/BAP routing ID should referred to the ingress BH RLC CH/ingress BAP routing ID of the received packets. 
Proposal 1: At the boundary node, the available buffer size should reported by indicating the ingress BH RLC CH ID/Ingress BAP routing ID of the received packets from the SCG leg. 
- Issue 2: coordination for the congestion threshold configuration
According to the RAN2 running CR for TS38.340, the determination of BH link congestion depends on the configured congestedThreshold, i.e., 
	5.3.1.y	Receiving operation
For a link, the BAP entity at the IAB-DU or IAB-donor-DU may:
-	if the available buffer size as indicated by the received BAP Control PDU for flow control feedback per BAP routing ID is less than the [congestedThreshold-r17], if configured:
-	consider the BH link as congested for this BAP routing ID (for rerouting purpose defined in accordance with clause 5.2.1.3).
Editor's Note:	 FFS if the per BH RLC channel level link congestion should also be determined for local rerouting.



For inter-donor topology redundancy, the congestion situation at the boundary node should be reported to two parent nodes via the BAP control PDU, as shown in the following figure. In particular, the traffic from IAB node 1 and IAB node 2 are aggregated to the same BAP routing path (BAP routing ID =1) towards the child node. In this case, the boundary node can send the BAP control PDU to both IAB node 1 and IAB node 2 by indicating the available buffer size per BAP routing path, i.e., report available buffer size of BAP routing ID=1 to IAB node 1, and report available buffer size of BAP routing ID=2 to IAB node 2. At the boundary node side, the buffer for the BAP routing ID 1 toward child node is used to buffer the traffic from both IAB node1 and IAB node2. Thus, once this buffer is overloaded, the congestion situation should be indicated to both IAB node 1 and IAB node 2, and both nodes should have the same criteria (e.g., congestion threshold) to identify the congestion at the boundary node. It can be understood that the threshold to IAB node 1 and IAB node 2 are configured by F1-termination donor and non-F1 termination donor, respectively. Thus, it is difficult to configure the same congestion threshold for the routing path aggregating traffic from both MCG and SCG.  Since F1-termination donor knows which routing path aggregating the traffic from both MCG and SCG and it controls the boundary node, it can indicate the congestion threshold to non-F1 termination donor so that IAB node 1 and IAB node 2 can be configured the same congestion threshold. 



Proposal 2: for the routing path aggregating the traffic from both MCG and SCG at the boundary node, the same congestion threshold should be configured to two parent nodes of the boundary node.
· Issue 3: coordination for the granularity of available buffer size reporting 
In Rel-16, the reporting granularity of available buffer size is configured by the RRC signalling, as illustrated below. 
	BAP-Config-r16 ::=                      SEQUENCE {
    bap-Address-r16                         BIT STRING (SIZE (10))                                    OPTIONAL, -- Need M
    defaultUL-BAP-RoutingID-r16             BAP-RoutingID-r16                                         OPTIONAL, -- Need M
    defaultUL-BH-RLC-Channel-r16            BH-RLC-ChannelID-r16                                      OPTIONAL, -- Need M
    flowControlFeedbackType-r16             ENUMERATED {perBH-RLC-Channel, perRoutingID, both}        OPTIONAL, -- Need R
    ...
}
flowControlFeedbackType
This field is only used for IAB-node that support hop-by-hop flow control to configure the type of flow control feedback. Value perBH-RLC-Channel indicates that the IAB-node shall provide flow control feedback per BH RLC channel, value perRoutingID indicates that the IAB-node shall provide flow control feedback per routing ID, and value both indicates that the IAB-node shall provide flow control feedback both per BH RLC channel and per routing ID.


In case of inter-donor topology redundancy, both F1-termination donor and non-F1-termination donor can configure the flowControlFeedbackType IE to the boundary node so that the boundary node can provide the available buffer size information according to such configuration. In general, the per BH RLC CH reporting results in the buffer maintenance at the IAB node different from the per routing ID reporting. Thus, to reduce the implementation complexity, it is better to use the same reporting granularity for both MCG and SCG. To achieve this, the F1-termination donor can notify the non-F1 termination donor about the reporting granularity configuration. 
Proposal 3: the reporting granularity for HbH flow control at the MCG leg and SCG leg should be the same. 
·  Issue 4: congestion threshold for BH RLC CH level
The current reporting granularity for HbH flow control can be either BH RLC CH or BAP routing ID. Thus, it is natural to support the congestion threshold configuration per BH RLC CH as well. 
Proposal 4: the congestion threshold should be configured per BH RLC CH as well. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
This paper discussed the HbH flow control for topology redundancy, and we get the following proposals:
Proposal 1: At the boundary node, the available buffer size should reported by indicating the ingress BH RLC CH ID/Ingress BAP routing ID of the received packets from the SCG leg. 
Proposal 2: for the routing path aggregating the traffic from both MCG and SCG at the boundary node, the same congestion threshold should be configured to two parent nodes of the boundary node.
Proposal 3: the reporting granularity for HbH flow control at the MCG leg and SCG leg should be the same. 
Proposal 4: the congestion threshold should be configured per BH RLC CH as well. 
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