3GPP TSG-RAN WG2 Meeting #116bis electronic









R2-2201306
Online, January, 2022















Agenda item:
8.4.2.1
Source: 
Samsung
Title: 
RLF indication related issues
Document for:
Discussion and decision
1   Introduction
RAN2 made the following agreements regarding RLF indication:
· Type 2 indication by dual-connected node is triggered when the node initiates RRC re-establishment resulting from BH RLF on both CGs or BH RLF on MCG with no fast MCG recovery.
· A node can transmit type-3 indication if re-establishment is successful. FFS whether to specify a detailed condition for success of re-establishment, e.g., successful transmission of RRC reestablishment complete. FFS whether to also include additional triggering condition such as successful transmission of ReconfigurationComplete, which is for the case the node initiates re-establishment and selects a CHO candidate cell and hence performs CHO successfully.  
· A node can transmit type-3 indication only if it previously sent type-2 indication, i.e., type-3 indication cannot be triggered without triggering type-2 indication previously.
· Upon reception of type-2 indication, the node should perform local re-routing if possible.  
· Upon reception of type-3 indication, the actions (e.g. local re-routing) triggered upon reception of a previous type-2 indication should be reversed, if possible.
· FFS if Type 2 indication by dual-connected node can be triggered when the node detects BH RLF on any BH and it cannot perform re-routing for affected traffic (if agreed see R2-2111539 for more details)
But still there are some FFS points to be resolved further. In this tdoc we focus on the following aspects based on above FFSs:
· whether a type-2 indication by dual-connected node can be triggered when (1) the node detects BH RLF on any BH link and (2) it cannot perform re-routing for affected traffic

· whether a type-2 indication may carry info such as available BAP routing ID

· whether a type-2 indication should be (conditionally) propagated (e.g., if no alternative path is available).

2   Discussion on type 2 RLF indications at the dual connected IAB node 
2.1   Specification of type 3 indication trigger 

In this section, the following aspects are discussed. 
FFS whether to specify a detailed condition for success of re-establishment, e.g., successful transmission of RRC reestablishment complete. FFS whether to also include additional triggering condition such as successful transmission of ReconfigurationComplete, which is for the case the node initiates re-establishment and selects a CHO candidate cell and hence performs CHO successfully.
In the RRC perspective, regardless of adopting MCG fast recovery, executing RRC reestablishment procedure means there is no available links to the network. Therefore, it is clear to trigger the type 2 indication to the child nodes when the dual connected/ or single connected IAB node needs to do the RRC reestablishment procedure. Regarding the performance degradation like latency increased, if the local rerouting is working properly, there is no latency increased since the other available link can be used immediately after RLF on the link is detected. In this perspective, type 3 indication can be sent to the parent IAB node which delivered the type 2 indication before when RRC reestablishment was successful. If we need to specify the detail behavior on delivering type 3 indication, we think successful transmission of RRCReestablishmentComplete message can be a good and clear one. 
Proposal 1. RAN2 agree that successful transmission of RRCReestablishmentComplete message can trigger type 3 indication to the former parent IAB node which sent type 2 indication.

Also, there could be fast recovery via conditional handover. In this case, the clear index to successful HO completion would be the successful transmission of RRCReconfiguationComplete message. So we also have the following proposal.
Proposal 2. RAN2 agree that successful transmission of RRCReconfigurationComplete message can trigger type 3 indication to the former parent IAB node which sent type 2 indication when attemptCondReconfig was configured to this IAB node.

2.2   Type 2 indication trigger for dual connected IAB node
In this section, we discuss the following aspects.

FFS if Type 2 indication by dual-connected node can be triggered when the node detects BH RLF on any BH and it cannot perform re-routing for affected traffic
Now the issue is that there is any case that the local rerouting is not working properly. In intra-donor-DU case, single donor node is aware of the connection status due to the common RRC in donor CU. And the local rerouting configuration can be given to the IAB node so that it can handle the RLF on one link by choosing alternative link in the local rerouting configuration table. In inter-donor-DU case with the common CU, still the same situation can be applied for this due to the single CU can handle the RRC and BAP configuration together. So there is local rerouting configuration including both links i.e., one link failure can be recovered by the other alternative link. 
We wonder if inter-donor-DU with different CUs (i.e., inter CU redundancy) might have some problem. The situation is a bit different with other two cases aforementioned, since local rerouting configuration is generated and configured to boundary IAB node by only one donor CU which is F1 termination point, but SCG link connection status is in RRC entity under the other CU i.e,. non-F1 termination point. Let’s assume that the example topology as in the figure below: 
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The boundary IAB node can be configured on local rerouting configuration including both links available (i.e., MCG/SCG links) after F1 termination point (CU1) receives confirm on the SN addition completion from the boundary IAB node via RRCReconfigurationComplete message. Therefore there is no problem to configure the local rerouting initially and to operate the local rerouting. However, in some time after SN addition completion, if a UL packet received at the boundary node is determined to be header rewritten to the new routing ID using target path, and SCG is on RLF, then we wonder if that local rerouting table also can interpret this routing ID. In detail, the local rerouting configuration would have the entry only consisting of old routing IDs which is designed to use MCG link and CU1’s topology as a backup path for the failed SCG link. 
As we know, inter topology routing is agreed in RAN2#116 as: 

“- if BAP address matches, 
Deliver to upper layer, 

-Else


If routing ID matches rewriting table, perform the header rewriting;


Perform routing and mapping to BH RLC CH.”

Therefore, once packet is rewritten to the new routing ID, and SCG is on RLF, then local rerouting should be executed. But the routing ID entry of the local rerouting table must be oriented from F1 termination point CU. So we are unclear that those new routing ID can be used for local rerouting. We think at least, the UL packet rewritten to new routing ID should be fall back to the previous routing ID for using local rerouting configuration. And the new incoming UL packets should not do the header rewriting until SCG RLF is recovered and just using local rerouting configuration, so that the original routing ID used for the topology of the F1 termination point can be used for local rerouting. 
Observation 1. In the inter donor redundancy case, new routing ID written by header rewriting configuration cannot be understood by the source path topology since new routing ID is configured for the target path topology.
Proposal 3. RAN2 discuss and conclude the availability of the new routing ID written by header rewriting configuration when local rerouting is executed with this routing ID. 

If it is concluded as a problem described as above, we need a solution for this problem. We think there could be two ways on this. One is that boundary node doesn’t header rewriting (or fallback to the original routing ID once it proceeds the header rewriting) but just follow normal routing configured by F1 termination point. This works but obeys the network’s offloading intention. The other way is to send type 2 RLF indication with routing ID info (available routing ID or prohibited routing ID at that parent node) when any BH is on RLF. Received child node will reroute those UL packets for detouring that failed link. Since the every descendant nodes of the boundary node will be in the topology of F1 termination point, this second way is also to use the original topology, which is the obeying the network’s intention. However, SCG failure seems to be an emergency case, so the network intention can be compromised.

Proposal 4. RAN2 discuss the solution and agree one of two: not executing the header rewriting (or fallback to the original routing ID) OR sending type 2 RLF indication to the child node(s).
2.3   Propagation of type 2 indication 
There was the discussion on propagation of type 2 RLF indication when the received IAB node has no other available link than the one which type2 indication received on. We think that there is pro and con to have this feature. For the benefit, UL traffic (which will come to the IAB node if not adopting this feature) can be rerouted via other path otherwise it will be buffered in the IAB node until type 3 indication is received. So the argument was that latency can be reduced by propagation. However, to shorten the latency or not is up to the actual RLF recovery duration. If the RLF is recovered fast, then propagation of type 2 indication just incurs more BAP signaling i.e., type 2 and corresponding type 3 indications to/from child nodes, and there is no guarantee the rerouted path has still no failed node along its path to the donor. So the latency gain would not be significant. In this phase, we cannot assure that this operation is better or not for the actual RLF recovery duration, and local rerouting delay. 

Proposal 5. RAN2 discuss the pros and cons on propagation of type 2 indication, and decide the adoption of type 2 indication propagation feature. 

3   Conclusions
In this contribution, we discuss the remaining issues on RLF indication and got the following observations and proposals:

Proposal 1. RAN2 agree that successful transmission of RRCReestablishmentComplete message can trigger type 3 indication to the former parent IAB node which sent type 2 indication.

Proposal 2. RAN2 agree that successful transmission of RRCReconfigurationComplete message can trigger type 3 indication to the former parent IAB node which sent type 2 indication when attemptCondReconfig was configured to this IAB node.

Observation 1. In the inter donor redundancy case, new routing ID written by header rewriting configuration cannot be understood by the source path topology since new routing ID is configured for the target path topology
Proposal 3. RAN2 discuss and conclude the availability of the new routing ID written by header rewriting configuration when local rerouting is executed with this routing ID. 

Proposal 4. RAN2 discuss the solution and agree one of two: not executing the header rewriting (or fallback to the original routing ID) OR sending type 2 RLF indication to the child node(s).
Proposal 5. RAN2 discuss the pros and cons on propagation of type 2 indication, and decide the adoption of type 2 indication propagation feature. 
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