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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
Rel-17 SON/MDT [1] includes the following RAN2-led objectives in the context of MDT. 
· Support of data collection for SON features, including CCO, inter-system inter-RAT energy-saving, inter-system load balancing, 2-step RACH optimization, mobility enhancement optimization, and leftovers of Rel-16 SON/MDT WI (PCI selection, energy efficiency (OAM requirements), Successful Handovers Reports, UE history information in EN-DC, load balancing enhancement, MRO for SN change failure, RACH Optimization enhancements) [RAN3, RAN2] 
· Specification of the UE reporting is necessary to enhance the network configuration [RAN2]. 

This paper intended to discuss open issues related to CHO and DAPS HO.
2. Discussion
2.1 SON aspects of CHO
2.1.1 CHO candidate cell list

In RAN2#113bis-emeeting [2], we had the following agreement:

2	Include in the RLF report for CHO the following information:
a.	Indication of whether a measured neighbour cell included in the existing measResultNeighCells was a CHO candidate cell or not.
b.	List of candidate cells IDs.
Inclusion of a) and b) are subject to the RAN3 reply to the RAN2 LS R2-2102149


In RAN2#114-emeeting [3], we had the following agreement: 

2 To represent the measurement results of the candidate target cells:
[bookmark: _Toc72309783]Reuse the measResultNeighCells in the RLF-Report, and include an indication (depending RAN3 conclusion) on whether a measured neighbour cell was configured as a CHO candidate or not.

Observation 1: For representing the measurement results of the candidate target cells, RAN2 agreed to reuse the measResultNeighcells in the RLF-report and include an indication (choCandidate-r17 in BL CR for TS 38.331) on whether a measured neighbour cell was configured as a CHO candidate or not.

Observation 2: BL CR for TS 38.331 has also included a CHO candidate cell list (ChoCandidateCellList-r17), even though there has no agreement in RAN2. 

Proposal 1: Including the CHO candidate cell list and the indicator whether a neighbor cell is a CHO candidate target cell provide duplicate information on the list of CHO candidate cells. Remove the CHO candidate cell list (ChoCandidateCellList-r17) from the RLF report in the BL CR for TS 38.331 to avoid duplication.  

2.1.2 Time information since the reception of CHO config until connection failure (if no CHO execution)

In RAN2#114-emeeting [3], we had the following agreement: 
[bookmark: _Toc72309776]1	To represent Timer C, i.e. the “Time elapsed between the first CHO execution and the corresponding latest CHO configuration received for the selected target cell” introduce a new timer, e.g. timeSinceCHOReconfig.

In RAN2#116-emeeting [4], we had the following agreement:

1	The following method to support for Time D among the following: The “Time D” is represented via the timeConnFailure, which is supposed to start at CHO execution and stop when the HOF/RLF occurs.

Considering the above agreements in RAN2#114-e and RAN2#116-e, the timelines of events can be represented as in Fig. 1. 


                                 
If CHO execution did not happen, then from the previous agreements both timer C and timer D values are NULL. To represent timer value since the reception of CHO configuration until connection failure (if CHO execution did not happen) different options were disused in [post116-e][887.5][SONMDT] email discussion. In our opinion, timer C (timeSinceCHOReconfig) can be reused to capture the aforementioned timing information. Furthermore, in the case, CHO execution did not happen, the timer D (timeConnFailure) value is set as zero (to represent that CHO execution did not happen). 

Proposal 2: Reuse timer C (timeSinceCHOReconfig) to represent the time between reception of CHO configuration and connection failure if CHO execution did not happen. 

Proposal 3: In the case, CHO execution did not happen, set timer D (timeConnFailure) value as zero to represent CHO execution did not happen. 

2.1.3 timeSinceFailure in CHO

In RAN2#114-emeeting [3], we made the following agreement for DAPS HO: 

24	For DAPS, the timeSinceFailure represents “the time elapsed since the last connection failure” (irrespective of whether that is in source or target).

Observation 3: In the DAPS HO, we agreed that timeSinceFailure represents “the time elapsed since the last connection failure” (irrespective of whether that is in source or target). 

We can follow a similar scheme in the CHO to represent timeSinceFailure in CHO, i.e. timeSinceFailure represents the time elapsed since the last connection failure. 

Proposal 4: For CHO, the timeSinceFailure represents “the time elapsed since the last connection failure”. 

2.2 Granularity of the timing information 

From the editor’s notes [5], the followings are FFS.
· Editor´s note: FFS the granularity of the timeConnSourceDAPSFailure, e.g. seconds or milliseconds.
· Editor´s note: FFS the granularity of the timeSinceCHOReconfig, e.g. seconds or milliseconds
· Editor´s note: FFS the granularity of the timeBetweenEvents, e.g. seconds or milliseconds.
2.2.1 granularity of the timeConnSourceDAPSFailure
Observation 4: In the legacy handover failure, timeConnFailure granularity is 100 ms.
Observation 5: In many of the scenarios, the timeConnSourceDAPSFailure can even be larger than timeConnFailure. For example, when RLF happens at the source after DAPS HO failure. 
As in many scenarios, the timeConnSourceDAPSFailure even be larger than timeConnFailure, we argue to have the same granularity for timeConnSourceDAPSFailure as timeConnFailure.
Proposal 5: timeConnSourceDAPSFailure has the granularity of 100 ms. 
2.2.2 granularity of the timeSinceCHOReconfig
Observation 6: CHO can be configured significantly prior to the requirement of the handover with appropriate execution conditions. Therefore, the time scale between CHO configuration and execution can be significantly large.
As theoretically and in practice, the CHO can be configured at the UE significantly prior to the actual requirement of the handover with appropriate handover. There may exist a significant time gap between the reception of CHO configuration and execution. Thus, we believe that timeSinceCHOReconfig should have similar granularity as timeConnFailure.   
Proposal 6:  timeSinceCHOReconfig has the granularity of 100 ms.
2.3 Open Issues in DAPS HO
In DAPS HO, the following failure scenarios may exist:
1. DAPS HO execution  DAPS HO failure  Fallback to the source
2. DAPS HO execution  DAPS HO failure  Fallback to the source  RLF at the source
3. DAPS HO execution  RLF at the source DAPS HO failure
4. DAPS HO execution  RLF at the source  Successful DAPS HO  RLF at target 
a. DAPS HO execution  RLF at the source  Successful DAPS HO  SHR is sent to target  RLF at target
b. DAPS HO execution  RLF at the source  Successful DAPS HO  SHR is not sent to target  RLF at the target (before reception of SHR)
5. DAPS HO execution  Successful DAPS HO  RLF at source (target)  RLF at target (source)

Observation 7: In scenarios 1 – 3, UE generates the RLF report corresponding to DAPS HO failure and also includes the source RLF information if RLF at source happens. 

Observation 8: In scenario 4, UE generates both SHR and RLF reports.

Observation 9: UE cannot fall back to source after successful DAPS HO execution. Therefore, if RLF at source happens after successful DAPS HO execution (Scenario 5), then source RLF will not have any significance for Mobility Robust Optimization (MRO). 

Proposal 7: In scenario 4, UE independently reports RLF report and SHR. The network establishes the correlation between SHR and RLF report (if required). 

Proposal 8: In scenario 5, source RLF encounter post a successful DAPS HO is not reported (neither in SHR nor in RLF report) by the UE to the network.
3. Conclusion 
Observation 1: For representing the measurement results of the candidate target cells, RAN2 agreed to reuse the measResultNeighcells in the RLF-report and include an indication (choCandidate-r17 in BL CR for TS 38.331) on whether a measured neighbour cell was configured as a CHO candidate or not.

Observation 2: BL CR for TS 38.331 has also included a CHO candidate cell list (ChoCandidateCellList-r17), even though there has no agreement in RAN2. 

Proposal 1: Including the CHO candidate cell list and the indicator whether a neighbor cell is a CHO candidate target cell provide duplicate information on the list of CHO candidate cells. Remove the CHO candidate cell list (ChoCandidateCellList-r17) from the RLF report in the BL CR for TS 38.331 to avoid duplication.  
  

Proposal 2: Reuse timer C (timeSinceCHOReconfig) to represent the time between reception of CHO configuration and connection failure if CHO execution did not happen. 

Proposal 3: In the case, CHO execution did not happen, set timer D (timeConnFailure) value as zero to represent CHO execution did not happen. 

Observation 3: In the DAPS HO, we agreed that timeSinceFailure represents “the time elapsed since the last connection failure” (irrespective of whether that is in source or target). 

Proposal 4: For CHO, the timeSinceFailure represents “the time elapsed since the last connection failure”. 

Observation 4: In the legacy handover failure, timeConnFailure granularity is 100 ms.
Observation 5: In many of the scenarios, the timeConnSourceDAPSFailure can even be larger than timeConnFailure. For example, when RLF happens at the source after DAPS HO failure. 
Proposal 5: timeConnSourceDAPSFailure has the granularity of 100 ms. 
Observation 6: CHO can be configured significantly prior to the requirement of the handover with appropriate execution conditions. Therefore, the time scale between CHO configuration and execution can be significantly large.
Proposal 6:  timeSinceCHOReconfig has the granularity of 100 ms.
Observation 7: In scenarios 1 – 3, UE generates the RLF report corresponding to DAPS HO failure and also includes the source RLF information if RLF at source happens. 

Observation 8: In scenario 4, UE generates both SHR and RLF reports.

Observation 9: UE cannot fall back to source after successful DAPS HO execution. Therefore, if RLF at source happens after successful DAPS HO execution (Scenario 5), then source RLF will not have any significance for Mobility Robust Optimization (MRO). 

Proposal 7: In scenario 4, UE independently reports RLF report and SHR. The network establishes the correlation between SHR and RLF report (if required). 

Proposal 8: In scenario 5, source RLF encounter post a successful DAPS HO is not reported (neither in SHR nor in RLF report) by the UE to the network.
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