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1	Introduction
The following inactivity aspects are discussed in this contribution:
· HARQ retransmissions and NDI handling
· Handling of MAC SubPDUs
· Use of PDCP t-reordering for BC
· Open issues PTM/PTP DRX:
· short DRX
· DRX command
· CN deactivation of multicast session
2	Background 
A Multicast Service for shared delivery is identified by Multicast Session ID (e.g. TMGI) and is delivered by establishing an MBS session (MB-UPF to gNB). Each MBS Session contains one or more QoS flows that are mapped to a MRB or Split MRB in SDAP for where the PDCP entity for the bearer is configured with RLC bearer(s). In this document the term MRB is used to represent a radio bearer with a single RLC entity which is scheduled by G-RNTI in PHY. Split MRB is used to represent a radio bearer with two RLC entities, where each entity uses G-RNTI and C-RNTI respectively. The RLC bearers translate into logical channels at MAC. The DL QoS flow to MBS Radio Bearer mapping is transparent to the UE and is achieved through network implementation. Currently, this architecture is supported along with a (re)configuration of the multicast service over PTM/PTP for where split PTM MRB RLC bearers are configured with RLC UM and PTP with RLC UM or RLC AM. On L1 soft combining on HARQ processes is supported, for where a TB can be retransmitted with C-RNTI and with a common LCID space, also multiplexing in MAC can be used.
[image: A screen shot of a computer

Description automatically generated with medium confidence]
 Figure 1: Left – Split MRB; Right – MRB
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Figure 2 – Example of split bearer, multiplexing, soft combining.

3	 Scheduling OI’s 
HARQ retransmissions and NDI handling
As RAN1 has agreed, HARQ retransmission of a TB previously transmitted with G-RNTI using C-RNTI for soft combining is supported. Note, retransmissions using G-RNTI for TBs transmitted with C-RNTI is not supported. To have the benefit of the soft combining gain, a well-functioning HARQ process usage including deterministic NDI handling is necessary. 
Currently, when the gNB transmits a new TB with a certain HARQ Process ID (HPID), the NDI bit in the DCI is toggled. Since compared to MBS, only one UE receives the transmission with unicast, there are no issues with this operation. When reusing the same solution for PTM there may however be NDI conflicts across the UEs in the PTM group as the UEs may have different “latest” NDI bit status for the current HPID, i.e., when a TB with the same HPID was used last time. 
It may e.g. be so that just before receiving the G-RNTI DCI, two different UEs have each received a TB using the same HPID, which for UE1 resulted in NDI bit status ‘0’ whereas for UE2 in NDI bit status ‘1’. When the gNB uses the same HPID for a new TB, with a G-RNTI that both UEs belong to, it is then logically impossible to toggle the NDI in a way that would satisfy the toggling rule for both UEs. This issue is not limited to previous reception via C-RNTI. The same conflict may arise when the earlier RNTIs are different G-RNTIs or G-RNTI and C-RNTI combinations.
A simple solution to this issue could be that when a G-RNTI DCI is received for a certain HPID (and NDI), the UE should consider this to be new data if the most recent data reception with the same HPID used an RNTI that is different from the received RNTI. The change of RNTI for the relevant HPID would thus override any lack of NDI toggling. Within each G-RNTI the NDI would be toggled as usual (legacy) when there is new data. The only addition here would be to keeping track of which RNTI was latest used together with the NDI status for each HPID, which implies very limited complexity increase. This would also work for multiple G-RNTIs and not only C-RNTI/G-RNTI.
Clarifying this is fundamental to the NR multicast solution, otherwise there is a need for semi-static and non-overlapping allocation of HPIDs to RNTIs, with e.g. a set of HPIDs for C-RNTI and each G-RNTI. This would severely limit system flexibility and performance.
[bookmark: _Toc92780893]When a G-RNTI (PDCCH DCI) is received for a certain HPID (and NDI), the UE consider this to be new data if the most recent reception for this HPID used a RNTI different from the received RNTI.
Handling of the MAC subPDUs
As there may be mapping of one to many of G-RNTI to MBS Sessions, there may be situations for where a UE receiving a PTM MRB decodes logical channel IDs in MAC subPDUs for which no configuration has been made. This may not be a common case, although need to be handled in specification. As of now, and as also pointed out in other contributions, the UE may discard unknown or erroneous LCIDs MAC subPDUs. Based on the MBS session and protocol configuration under design, the possibility should include per UE configured bearer fields (RLC bearer(s) to logical channel association) for which the current discard for unknown or reserved values can be extended, i.e by also adding the G-RNTI etc to that handling text.
[bookmark: _Toc92780894]Include G-RNTI to the handling of erroneous and reserved values in MAC.
PDCP t-Reordering
An open item for Broadcast is the usefulness of t-reordering, considering also if the gNB would use repetitions or if any cases would infer that duplicate or out of order PDCP SNs would be received.
Considering that a BC service may benefit from additional reliability and that this mode may be useful also for services for which ideally a Multicast service would serve better, load situations or other deployment specific reasons may lead to a broader use. Future use cases may also benefit from that reordering is supported. The use may subject to configuration, e.g. not used unless timer configuration is provided, or merely indicated (default).
[bookmark: _Toc92780895]T-reordering in PDCP for broadcast MRB is supported through configuration.	Comment by Dung Pham Van: I guess we mean T-reordering for broadcast MRB, right?	Comment by Ericsson - Henrik: yes, correct

Short DRX
Fallback into Short DRX before Long DRX is entered can be considered a trade-off between latency and UE power saving, i.e. a longer Long DRX can be configured when the UE first quickly drops into a Short DRX cycle, and if there indeed no more traffic, the UE can safely enter into a (long) Long DRX cycle. 
The main use case for Short DRX is that can be used for voice during a talk burst, while long DRX is used during silence periods. If some UEs in the PTM group are in short DRX while others are in long DRX, then all UEs in the group wake-up at the same time, but some wake-up more frequent then others. Support for Short DRX cycle is optional with explicit UE capability signalling for unicast in NR. For inter-operability all the UEs in the MBS group would need to support short DRX cycle. Considering e.g. public safety use cases, one can assume that the UE population in the MBS group has similar service capabilities for the intended service uses, and by that also would include support for battery saving. Alternatively, UEs supporting multicast can be stipulated to have mandatory support for short DRX. 
[bookmark: _Toc92780896]Support short DRX with PTM DRX 
[bookmark: _Toc92780897]Discuss if Short DRX support is mandatory for UE supporting multicast.

DRX command MAC CE
When the UE receives the DRX command MAC CE, then the UE stops the drx-onDurationTimer and drx-InactivityTimer, i.e. the UE stops monitoring the PDCCH with G-RNTI. Note that the MAC CE signalling may fail, i.e. in a large group there could be few UEs that missed the command. However, the only negative effect for those (few) UEs is that they have to continue monitor the PDCCH with G-RNTI until the timers expire, i.e. consume more power. Such mismatch between UE and network does however not create inter-operability issues, i.e. all the UEs in the group are still reachable during the Active Time. 
The DRX command can be used when the gNB knows there is no more data for some time. When the CN indicates that the session is deactivated the gNB knows that there is no more multicast data until the session is activated again, i.e. this could be an opportunity to use the DRX command and put the UEs immediately to sleep: 
[bookmark: _Toc92780898]When the UE receives a DRX command MAC CE with DCI scrambled with G-RNTI then the UE stops drx-onDurationTimerPTM and drx-InactivityTimerPTM timer for that G-RNTI. 
3	Multicast session deactivation
The possible states of a multicast session are described in TS 23.247, and depicted in the figure below:  


Figure 4.3-4 from TS 23.247: Multicast session states and state transitions in NG-RAN
Multicast data transmission only takes place when the multicast session is active and only to UEs which joined the session. Session activation and deactivation is triggered by the 5GC. After the session has been deactivated there is no multicast transmission, until the session is activated again. UEs in CM-IDLE state and CM-CONNECTED with RRC Inactive state that joined the multicast session are notified via (group) paging.
Data inactivity duration
Dependent on the duration of inactivity there are different functions and features available to use. For example with increasing inactivity duration: 
· PDCCH monitoring adaptation (Rel-16 DCP and Rel-17 PDCCH skip and search-space switching)
· Connected mode DRX (incl DRX command MAC CE)
· RRCReconfiguration (e.g. DRX, MRB, ...)
· RRCRelease (e.g. after multicast/unicast inactivity)
The user plane of a PDU session can be activated/deactivated, and this functionality is also inherited for multicast session (TS 29.502). It is assumed that the session inactivity timer that is used in the CN to trigger a deactivation request is based on CN implementation, similar as the inactivity timer in RAN is based on RAN implementation. But CN deactivation only considers inactivity for a single multicast session, while RAN considers data inactivity for a UE including both unicast and multicast and potentially multiple concurrent sessions. 
The CN and RAN inactivity timers are implementation dependent with a different scope.
When the RAN receives a deactivation signal from the CN, it is (only) clear that CN inactivity timer (unknown value) has expired. In our view it is not obvious that the RAN should release the multicast UEs when the session is deactivated (assuming there is no unicast traffic either). Potentially the CN may deactivate more agressively compared to the RAN (releasing the UE), because resources can be re-established in the CN more quickly compared to RAN. 
At any time after deactivation the CN may send an activation signal and start data transmission again. Reception of a deactivation signal in RAN is no guarantee that future activation signal is delayed for a minimum time:
Soon after deactivation, the CN may activate the session again and start transmitting multicast data which may cause UEs that are released to lose data.
When UEs are released upon session deactivation then the UEs need to be paged to return to connected mode when the session is activated again. The main delay component for the UEs to return to connected mode is the DRX cycle that is used in idle/inactive mode. When released to inactive mode the RAN could configure a smaller RAN paging cycle to reduce this delay. For UEs in RRC_IDLE mode this is not possible, i.e. there is a cell specific defaultPagingCycle in SIB1 which is used by all UEs in the cell.  The main delay component for a UE to return from idle/inactive mode to connected mode when the session is activated (again) is the DRX cycle that is used in idle/inactive mode, also for small groups. 
But when the multicast group is very large there could be additional delay due to congestion during random access. There is the possibility to use a Backoff Indicator in the RAR response, to spread/delay access attempts. But when the group of UEs that has to return to connected mode is very large, and congestion during random access delays the return, the latency will not be controlled nor limited. The latency will depend on the size of the group, even when new random access enhancements are agreed to regulate the random access. Furthermore, when the large group consists solely of prioritized users (e.g. MCPTT) then there is also no solace in trying to block or reject lower priority users. With large multicast groups, there is a risk that the UE misses multicast data when the UE is released and the session is activated (again): 
The gNB can decide not to release a multicast UE in connected mode to avoid potential latency issues and loss of data for the UE to return to connected mode when the session is activated again and data transmission is re-started.
When the session is in active state, then it is reasonable to assume in RAN that there will be multicast data to transmit. Furthermore, there is PDCCH monitoring adaptation and DRX for short data inactivity while in connected mode:  
Observation x: Short data inactivity during an active multicast session is handled by connected mode DRX.
The gNB actions when the multicast session is deactivated should be left to gNB implementation. The gNB has different means to make an educated decision what to do (and what not to do):
· QoS (including 5QI) info including latency and reliability requirements (e.g. sessions with tight latency requirements are kept in connected mode and DRX is not reconfigured).
· gNB knows which and how many UEs in connected mode have joined the multicast session based on the multicast info in the UE context.
· gNB can configure a short RAN paging cycle if the multicast UE is released to Inactive mode.
· gNB can reconfigure the connected mode MBS DRX to be more power efficient (e.g. with a longer DRX cycle and/or shorter drx-InActivityTimer, wakeup signalling, etc.).
The gNB actions (e.g. release, reconfigure or no action) when the multicast session is deactivated should be left to RAN implementation: 
[bookmark: _Toc92780899]gNB actions when a multicast session is deactivated are left to gNB implementation.

4	Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	When a G-RNTI (PDCCH DCI) is received for a certain HPID (and NDI), the UE consider this to be new data if the most recent reception for this HPID used a RNTI different from the received RNTI.
Proposal 2	Include G-RNTI to the handling of erroneous and reserved values in MAC.
Proposal 3	T-reordering in PDCP for broadcast MRB is supported through configuration.
Proposal 4	Support short DRX with PTM DRX
Proposal 5	Discuss if Short DRX support is mandatory for UE supporting multicast.
Proposal 6	When the UE receives a DRX command MAC CE with DCI scrambled with G-RNTI then the UE stops drx-onDurationTimerPTM and drx-InactivityTimerPTM timer for that G-RNTI.
Proposal 7	gNB actions when a multicast session is deactivated are left to gNB implementation.
[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref174151459][bookmark: _Ref189809556]
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