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1 Introduction
Routing and re-routing issues have been discussed in previous RAN2 meetings. The topics include local re-routing, inter-donor-DU re-routing, inter-CU routing for topology redundancy, etc. 
In RAN2#116e, some agreements on (re-)routing are [1]:
Inter Topology Routing

· Go with B, including the following: 
- If BAP address matches, deliver to upper layer;

Else:

- If routing ID matches rewriting table, perform the header rewriting;

- perform routing and mapping to BH RLC CH.

· For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link.
· For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:

The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).
(This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.)
Perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH.
· For upstream at the boundary node, for any received data from lower layer:

We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 
The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.

Intra topology

· For Upstream, The pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF, congestion or type2 indication, etc.), as in R16.
· Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS

Inter-donor routing issues for topology redundancy and partial migration scenarios have been discussed in both RAN2 and RAN3. The BAP header rewriting based on BAP routing ID has been agreed. The details are still to be discussed, like how to set the destination BAP address, how to configure the routing ID mapping table at boundary node.

In this contribution, we would like to discuss these open issues on inter-donor routing and re-routing.
2 Discussion 
The purpose of inter-topology transport is how to achieve the BAP routing across two different topologies controlled by two donor-CUs without routing ID or BAP address collision. The expectation is that inter-donor BAP routing should solve the BAP address allocation problem without limiting the BAP address space controlled by each CU.
Figure 1 illustrates two inter-topology transport scenarios namely inter-CU topology redundancy and partial migration, which have been agreed by RAN3. In both scenarios, the routing across two adjacent topologies is realized via BAP header re-writing at boundary node, also known as BAP routes concatenation. In Figure 1, the yellow IAB nodes are all F1-terminated to donor-CU1 and the green IAB nodes are F1-terminated to donor-CU2. 
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a) Inter-CU topology redundancy                           b) partial migration
Figure 1. Inter-topology routing
2.1 What’s the BAP address added in BAP header in the first topology
A very important issue that has been left for discussion after last meeting is: what’s the BAP address added in BAP header in the first topology (i.e., the BAP address of ingress data at the boundary node)? If this issue is resolved, the rest of routing issues will become naturally clear. In our opinion, a virtual BAP address is used to avoid BAP address or path ID collision in two topologies. For both UL and DL, this virtual BAP address is a pseudo BAP address or an alias of the real destination used in the routing ID. It is only used in the first topology before BAP header rewriting and is oblivious to the real destination. 
In the last RAN2 meeting, it has been agreed that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link. However, there is no agreement on what exactly the BAP address in BAP header before header rewriting should be.
If a virtual BAP address is decided to be used, other issues are easy to be resolved. For example, virtual BAP addresses (or corresponding routing IDs) can differentiate the concatenated traffic and non-concatenated traffic; virtual BAP addresses (or corresponding routing IDs) can determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology); path ID can still be independently configured to refer to real paths.
Observation 1: Use of a virtual BAP address can resolve most routing issues at the boundary node.
Proposal 1: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

2.2 Routing ambiguity
For the inter-topology transport scenario in Figure 1a, IAB node 1 and IAB node 2 are configured by donor-CU1 and donor-CU2, respectively. Therefore, they may have the same BAP address, which leads to the BAP address collision between two parents. In the boundary node’s BH Routing Configuration, the “Next Hop BAP Address” will be ambiguous for upstream traffic. Another routing ambiguity happens that in upstream direction, routing ID for the first path (donor-CU1-configured) and the routing ID for the second path (after BAP header rewriting, donor-CU2-configured) may be the same. Furthermore, the routing ID for the second path (after BAP header rewriting, donor-CU2-configured) for upstream and the routing ID for downstream traffic in donor-CU1’s topology may be the same. This ambiguity also applies to partial migration scenario in Figure 1b. 
To solve the above routing ambiguity problems, the boundary node may select egress link for upstream traffic based on BAP header rewriting configuration and other information. That is to say, no routing table/entry is needed for upstream traffic at boundary node.

When a BAP packet is received upstream, the boundary node checks the BAP header rewriting configuration to determine whether the routing ID in BAP header is to be rewritten or not. If yes, select the egress link corresponding to the concatenated traffic. Otherwise select the egress link corresponding to the non-concatenated traffic. For inter-CU topology redundancy, the F1-terminating donor initiates traffic offload, and both MN and SN can be F1-termniating donor. That is to say, the egress link towards the F1-terminationg node is the non-concatenated while the egress link towards the non-F1-terminating node is the concatenated traffic. Based on RAN3 agreement “If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration”, the boundary node is able to derive the relation of egress link and the F1-terminating node.

Observation 2: There is no need to configure UL routing entries for the boundary node. Thus, routing ambiguity and Next Hop BAP Address ambiguity can be avoided.
Proposal 2: The boundary node selects egress link for upstream traffic based on BAP header rewriting configuration:
· if routing ID in header matches any “previous routing ID” in the rewriting table, select the egress link towards the non-F1-terminating donor;

· otherwise, select the egress link towards the F1-terminating donor.
2.3 BAP header rewriting configuration ambiguity

BAP header rewriting configuration is needed for inter-topology transport scenarios in Figure 1. For uplink inter-donor-DU re-routing, the BAP header also needs rewriting for re-routing to a different donor-DU. As shown in Figure 2a, if IAB-MT3 detects SCG RLF, it may re-route upstream traffic to the MCG. The boundary node now faces a problem of whether to rewrite the previous routing ID to a new routing ID representing the second path or the first path. If one BAP header rewriting configuration table is used, there will be two entries with the same previous routing ID. Similarly in Figure 2b, IAB-MT3 may migrate back to IAB node 1, maybe owing to a RLF at IAB node 2. This partial migration revocation also triggers the UL inter-donor-DU re-routing hence a BAP header rewriting is needed. IAB node 3 will have the similar issue on the BAP header rewriting configuration ambiguity.
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a) RLF for inter-donor topology redundancy                     b) partial migration revocation
Figure 2. Inter-donor-DU re-routing
To address the above issues, separate BAP header rewriting configurations are necessary. One BAP header rewriting configuration is for inter-topology transport shown in Figure 1, and one BAP header rewriting configuration is for inter-donor-DU re-routing indicated in Figure 2. Note that Figure 2 does not illustrate all potential scenarios for inter-donor-DU re-routing.

Proposal 3: Two separate BAP header rewriting configurations are needed, one for inter-topology transport and one for inter-donor-DU re-routing.
3 Conclusion

In this contribution we discuss on several open issues on (re-)routing and have the following proposals: 
Observation 1: Use of a virtual BAP address can resolve most routing issues at the boundary node.
Proposal 1: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Observation 2: There is no need to configure UL routing entries for the boundary node. Thus, routing ambiguity and Next Hop BAP Address ambiguity can be avoided.

Proposal 2: The boundary node selects egress link for upstream traffic based on BAP header rewriting configuration:

· if routing ID in header matches any “previous routing ID” in the rewriting table, select the egress link towards the non-F1-terminating donor;

· otherwise, select the egress link towards the F1-terminating donor.
Proposal 3: Two separate BAP header rewriting configurations are needed, one for inter-topology transport and one for inter-donor-DU re-routing.
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