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Introduction
There are few remaining issues on network switching from previous meeting and some that are from the draft CR related to timer T3xx configuration and handling, assistance information, gap handling and NAS AS interaction.  This document discusses the issues and makes proposals to close these open issues.
Discussion
Configuration of timer T3xx
One of the FFS is whether the configuration of T3xx is mandatory or optional.   If T3xx is allowed to be optionally configured, there could be a couple of interpretations on absence:
1) Specify a UE behaviour if T3xx is not configured – either equivalent to value 0 or infinity.  In terms of the ASN.1, it would imply a Need S with a default of 0 or infinity.  Use of Need S could be seen as a signalling optimisation that is not always optimal and, as has been discussed previously, not recommended for dedicated signalling.
2) There is no UE behaviour specified – UE behaviour is left to implementation.  For example, one UE implementation may choose to go IDLE immediately (T3xx=0) and another may interpret it is not allowed to go IDLE (T3xx=infinity).  In some ways, this could be seen as indirectly making it “mandatory” for network to configure a value if it wants a consistent UE behaviour without specifications actually mandating a network behaviour.
Proposal#1: Make it optional for network to configure T3xx without a specified UE behaviour on absence. 
Use of value infinity to prevent the UE from autonomously releasing has been discussed previously with some support but without firm conclusion.  It should be possible for network to configure a UE to prevent it from going to IDLE autonomously after sending an assistance information.  
Proposal#2: Value infinity should be supported for T3xx.
UE behaviour on T3xx expiry
The current draft CR mandates that the UE goes to IDLE on T3xx expiry.  T3xx was agreed to allow the network some time to respond to the request to go to INACTIVE/IDLE and prevent the UE from going to IDLE during T3xx.  In other words, T3xx was defined as a kind of prohibit timer, prohibiting the UE from going to IDLE while it is running.  
If the network does not respond during T3xx, it is possible that the UE requirement to go to INACTIVE/IDLE changes during this period (e.g., the activity in the other network changed/stopped).  Then, there are two options to consider: 
1) Specify a code point to indicate “connected” preference indicating UE no longer wants to go to INACTIVE/IDLE
2) Not mandate the UE goes to IDLE on T3xx expiry.  T3xx timer is defined as a period where UE is not allowed to go IDLE while it waits for a response from the network after a request to go INACTIVE or IDLE.  The current draft CR mandates goes to IDLE on T3xx expiry which is not quite the same as the original intention.  There is no need to mandate the UE to go IDLE on T3xx expiry – just that UE is allowed to go IDLE.  
Both options work and there is not a big difference in terms of complexity or optimal behaviour between the two.  Option 2 is more aligned with the intention of T3xx in that it is “prohibit” timer that prevents UE from going to IDLE.  One issue with this approach is that the network can’t be certain whether the UE moved to IDLE or not.  However, this may not be a real issue as it will be a corner case where networks do not respond and UE goes to IDLE.  Hence it is proposed:
Proposal#3: Do not mandate that UE goes to IDLE on T3xx expiry.  Instead define T3xx as a period where UE is not allowed to go to IDLE.  

Sending an update of UAI
There is normally some constraint imposed by specifications on how often UE can resend a UAI in order to prevent “bad” UE implementations from causing a signalling storm in the network.  This constraint could be a prohibit timer, or prevent UE from sending the preference again or a combination of the two.
MUSIM UAI could be sent to update the gap preference and to go INACTIVE/IDLE.  One of the open issues is whether UE is allowed to update the assistance information on cell reselection in network B or HO in network A.  Since the paging parameters could be different in different cells, the UE should be allowed to send an update of the UAI after UE performs a cell reselection in network B.  And this should be allowed irrespective of the prohibit timer as the use of a prohibit timer could lead to improper MUSIM operation, for example, preventing UE from receiving Paging message in network B.  On the other hand, the risk of not using a prohibit timer is that a “bad” UE implementation could flood the network with signalling as mentioned above.  However, the network can still prevent this by not allowing the UE to send the UAI for MUSIM in case it notices a bad UE implementation causing a signalling overload.
Another option to limit signalling of UAI is to restrict an update of the UAI to specific activity in network A or B.  This could lead to additional specification work and also may necessitate additional updates in the future based on new features.  
As mentioned above, the re-sending of UAI can be left to UE implementations and network can stop the UE sending UAI to prevent signalling overload from bad UE implementation.
As with other UAI, there is a risk that UAI sent immediately before a HO may not be transferred to the target gNB.  Hence the current mechanism for repeating after a HO, the UAI sent immediately before the HO should continue also for MUSIM.  While it is quite possible that MUSIM UAI will change after HO anyway, causing the UE to resend the UAI, this may not always be the case and it is simpler to adopt the existing UAI repeat mechanism also for UAI.
Proposal#4: UE is allowed to resend an update of the UAI without use of a prohibit timer.  There is also no need to restrict the update to specific activity in B.  UAI sent immediately before a HO can be repeated immediately after the HO in network A.  
Gap handling
There are two types of gaps defined for MUSIM – periodic and aperiodic gaps.  As the name implies, periodic gaps repeat periodically and is meant for performing periodic activity such as Paging reception, measurements.  Whereas aperiodic gaps for used for “one-off” activity that does not occur periodically and typically needs longer gap periods and only recurs after a much longer period compared to periodic gap activity (e.g., SI reading).  
There is only one common ASN.1 structure defined for both gaps in the draft CR:
MUSIM-GapInfo-r17 ::=          SEQUENCE {
    musim-GapOffset-r17                    ENUMERATED {FFS},
    musim-GapLength-r17                    ENUMERATED {FFS},
   	musim-GapRepetitionPeriod-r17          ENUMERATED {FFS}            OPTIONAL,
   ...
}
As can be seen, the above gap is aligned with a periodic gap pattern.  There is no need for the gap offset for the aperiodic gap is it is typically longer and asynchronous to network A by nature.    The UE can simply start the gap when configured by the network.  
Proposal#5: Gap offset is not necessary for aperiodic gaps.
Another FFS is on how to support the UE indication of release of a gap request.  This is only applicable for periodic gaps as discussed above.  There is no delta signalling by default for UL RRC messages.  Any new signalling of musim-GapRequestList-r17 will result in the previous gap request assistance information being overwritten – that is, the entire list of requested gaps have to signalled each time.  (Note that this also implies that the UE has to send musim-GapRequestList-r17 when it is updating musim-PreferredRRC-State-r17).  One option to signal that the UE no longer needs gaps is to allow list of size 0 – that is,
[bookmark: _Hlk92318163]musim-GapRequestList-r17        MUSIM-GapRequestList-r17                OPTIONAL,
MUSIM-GapRequestList-r17 ::= SEQUENCE (SIZE (0..3)) OF MUSIM-GapInfo-r17

Other options are also possible such as not including musim-GapRequestList-r17 in MUSIM-Assistance-r17 (i.e., sending an empty MUSIM-Assistance-r17 if UE only wants to signal the release of gap pattern request), adding an explicit code point to indicate release of the gap pattern.  
 This is mainly a matter for personal preference and there is no strong technical reason to prefer one over the others.  Use of size 0 list seems simplest to us.
Proposal#6: Use a size 0 list for MUSIM-GapRequestList-r17 to indicate the release of gap request.
NAS AS interaction
Some potential NAS -AS interactions could be involved with Busy indication and switching to leave INACTIVE/IDLE.  
RAN2 has already agreed that Busy indication will be left to NAS and no further NAS/AS interaction is needed.
NAS AS interaction to indicate “leave connected” when UE needs to leave network A for network B could be triggered by NAS in network B.  However, this can be left to UE implementation and no specification is needed on what could trigger leave or request for INACTIVE/IDLE.  
Proposal#7: No NAS AS interaction is specified for MUSIM leave functionality.
Summary and proposals
This document discussed few remaining issues on network switching related to timer T3xx configuration and handling, assistance information, gap handling and NAS AS interaction.  The following proposals were made.
Proposal#1: Make it optional for network to configure T3xx without a specified UE behaviour on absence. 
Proposal#2: Value infinity should be supported for T3xx.
Proposal#3: Do not mandate that UE goes to IDLE on T3xx expiry.  Instead define T3xx as a period where UE is not allowed to go to IDLE.  
Proposal#4: UE is allowed to resend an update of the UAI without use of a prohibit timer.  There is also no need to restrict the update to specific activity in B.  UAI sent immediately before a HO can be repeated immediately after the HO in network A.  
Proposal#5: Gap offset is not necessary for aperiodic gaps.
Proposal#6: Use a size 0 list for MUSIM-GapRequestList-r17 to indicate the release of gap request.
Proposal#7: No NAS AS interaction is specified for MUSIM leave functionality.

