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[bookmark: _Ref83278801]Introduction
BAP routing and rerouting for inter-donor-CU inter-donor-DU and inter-topology had been discussed. This contribution will discuss the configuration for inter-donor-CU inter-donor-DU rerouting, inter-topology routing, and inter-donor-CU rerouting 
The related questions are listed in [1].
	Editor’s NOTE: FFS if different BAP header rewriting configurations are needed for inter-donor-DU local re-routing and inter-topology transport.
Editor’s NOTE: FFS how header rewriting for inter-donor-DU rerouting is combined with header rewriting for inter-topology transport.
Editor’s NOTE: FFS how the boundary node knows to which topology the ingress vs. egress BAP routing ID refers.


Discussion
In Rel-16, IAB-node performs local rerouting when original link is unavailable as: 
1) no header rewriting;
2) selecting an egress link whose BAP address in BH Routing Configuration matches the DESTINATION field in the BAP Data PDU;
3) selecting any egress BH RLC channel on the selected egress link.
To discuss routing and rerouting, three tables in [1] are involved: table of routing configuration (Table 6.11.3-1), table of BAP header rewriting configuration (Table 6.11.3-x), and table of BH RLC channel mapping configuration (Table 6.11.3-2).
	Running CR to TS38.300
Table 6.11.3-1: Routing configuration
	BAP routing ID
	Next-hop BAP address

	Derived from BAP packet's BAP header
	Egress link to forward packet




Table 6.11.3-x: BAP header rewriting configuration
	Ingress BAP routing Id
	Egress BAP routing Id

	BAP routing ID carried in the BAP header of received BAP PDU
	BAP routing ID carried in the BAP header of transmitted BAP PDU



Table 6.11.3-2: BH RLC channel mapping configuration
	Next-hop BAP address
	Prior-hop BAP address
	Ingress RLC channel ID
	Egress RLC channel ID

	Derived from routing configuration
	Derived from packet's ingress link
	Derived from packet's ingress BH RLC channel
	BH RLC channel on egress link to forward packet


 


Inter-donor-DU rerouting
Inter-donor-DU rerouting is shown in Figure 1. To perform Inter-donor-DU rerouting, the boundary node (IAB-node2) should replace original routing ID (BDU1, Path1) by alternative routing ID (BDU2, Path2).


[bookmark: _Ref92007067]Figure 1 Inter-donor-DU rerouting
There are two options for inter-donor-DU rerouting: explicit rewriting based on rewriting table and implicit rewriting.
Option 1: explicit rewriting based on BAP header rewriting configuration
In option 1, BAP rerouting is controlled by IAB-donor totally. IAB donor needs to configure both BAP header rewriting table and a new BH RLC channel mapping table to the boundary node. One may argue that IAB donor can configure BAP header rewriting table only and the boundary node can select any BH RLC CH as Rel-16 local rerouting. However, since the option 1 is a solution in IAB-donor’s control, the egress BH RLC CH should be controlled by the IAB-donor too.
The BAP rerouting procedure of boundary node in option 1 should be that: 1) find the original link is unavailable; 2) rewrite BAP routing ID based on BAP header rewriting table; 3) select egress BH RLC CH based on the new BAP routing ID and BH RLC channel mapping table; 4) deliver the BAP data PDU to the rerouted link and the selected egress BH RLC CH.
Option 2: implicit rewriting
Option 2 is similar to Rel-16 local rerouting except the behavior of BAP header rewriting. The boundary node is connected to both donor-DU1 and donor-DU2 through MCG and SCG link. It should know the BAP addresses of the two donor-DUs for data forwarding in upstream. So it is easy to replace the original BAP routing ID based on the destination BAP address of the BH link and path ID selected by boundary node itself.
The BAP rerouting procedure of boundary node in option 2 should be that: 1) find the original link is unavailable; 2) rewrite BAP routing ID based on the alternative link selected by the boundary node itself; 3) select any egress BH RLC CH on the selected egress link; 4) deliver the BAP data PDU to the rerouted link and selected egress BH RLC CH.
Observation 1: For inter-donor-DU rerouting with explicit configuration, IAB donor needs to configure both BAP header rewriting table and a new BH RLC channel mapping table to the boundary node.
Observation 2: For inter-donor-DU rerouting with implicit rewriting, the boundary node knows BAP address of the alternative donor-DU and can perform header rewriting by itself.
Inter-topology routing and inter-donor-CU rerouting
Inter-topology routing and inter-donor-CU rerouting are shown in Figure 2.


[bookmark: _Ref92010992]                                               Figure 2 Inter-topology routing and inter-donor-CU rerouting

Inter-topology routing
For inter-topology routing, when a BAP data PDU with routing ID [B1, Path1] arrives at the boundary node, it should revise the BAP routing ID in BAP header as [BDU2, Path2]. In the original BAP routing ID, B1 is a pseudo BAP address. Then the boundary node selects egress link based on the new BAP routing ID and routing table, and then selects the egress BH RLC CH on the selected link based on BH RLC channel mapping table configured for the inter-topology routing. This example is inter-topology routing in upstream. In downstream, the BAP address in new routing ID should be the BAP address of the destination IAB-node. Inter-topology routing is related to three tables: BAP header rewriting table, BH RLC channel mapping table and routing table. The first two tables are configured for inter-topology purposely, and the last table is configured for data transmission in the link following the boundary node.
The procedure of inter-topology routing should be:
· In downstream:
· Receives BAP data PDU from the ingress link with IAB-donor-CU2;
· Performs BAP header rewriting based on the BAP header rewriting table and then selects the egress link based on routing table;
· Selects egress BH RLC CH based on the BH RLC channel mapping table on the selected egress link;
· Delivers the BAP data PDU to the selected egress link and the selected egress BH RLC CH.
· In upstream:
· Receives BAP data PDU and decides to perform header rewriting (“if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, and whose BAP path identity of Previous Routing ID matches the PATH field” [2]); 
· Performs BAP header rewriting based on the BAP header rewriting table and then selects the egress link based on routing table;
· Selects egress BH RLC CH based on the BH RLC channel mapping table on the selected egress link;
· Delivers the BAP data PDU to the selected egress link and the selected egress BH RLC CH.

Inter-donor-CU rerouting
In upstream, when the link for inter-topology routing is unavailable, inter-donor-CU rerouting can happen. Then the boundary node should revise routing ID [B1, Path1] to [BDU1, Path1] as Figure 2.
So there are two options similar the considerations on inter-donor-DU rerouting.
Option 1: explicit rewriting based on BAP header rewriting configuration
In option 1, IAB-donor-CU1 should configure BAP header rewriting table and BH RLC channel mapping table for inter-donor-CU rerouting. That is, two BAP header rewriting tables should be configured to the boundary node, one for inter-topology routing, and the other for inter-donor-CU rerouting when inter-topology routing cannot be applied.
The procedure should be: 1) the boundary node detects header rewriting is needed based on the ingress BAP routing ID (which includes a pseudo BAP address different to that of donor-DU1) and BAP header rewriting table (Table 1) for inter-topology routing; 2) if the egress link corresponding to the egress routing ID in the rewriting table is unavailable, performs BAP header rewriting based on the BAP header rewriting table (Table 2) for inter-donor-CU rerouting; 3) selects egress link based on routing table and the rewritten BAP routing ID; 4)selects egress BH RLC CH based on the new BAP routing ID and BH RLC channel mapping table; 5) delivers the BAP data PDU to the selected link and the selected egress BH RLC CH.
Option 2: implicit rewriting
In option 2, when the boundary node finds that the link for inter-topology routing is unavailable, it rewrites the routing ID as [BDU1, Path3] by itself. And select any BH RLC CH on the selected egress link.
The procedure should be: 1) the boundary node detects header rewriting is needed based on the ingress BAP routing ID (which includes a pseudo BAP address different to donor-DU1) and BAP header rewriting table (Table 1) for inter-topology routing; 2) if the egress link corresponding to the egress routing ID in the rewriting table is unavailable, revises the original BAP routing ID as [BDU1, Path3], in which BDU1 is the BAP address of donor-DU1 and Path3 is the path selected by the boundary node; 3) selects egress link based on routing table and the rewritten BAP routing ID; 4) selects any egress BH RLC CH on the egress link; 5) delivers the BAP data PDU to the rerouted link and the selected egress BH RLC CH.
Observation 3: for inter-donor-CU rerouting with explicit configuration, IAB donor needs to configure two sets of BAP header rewriting table and BH RLC channel mapping table to the boundary node, one for inter-topology routing and the other for inter-donor-CU rerouting.
Observation 4: for inter-donor-CU rerouting with implicit rewriting, the boundary node knows the BAP address of IAB-donor-DU in original topology and can perform header rewriting by itself.
Based on above analysis, for inter-donor-DU rerouting and inter-donor-CU rerouting, one more set of BAP header rewriting table and BH RLC channel mapping table should be configured to the boundary node if BAP rewriting is based on explicit configuration. It increases the complexity of IAB donor and increases the F1 signaling overhead between IAB-donor and the boundary node. Especially in inter-topology deployment, two sets of BAP header rewriting table and BH RLC channel mapping table should be configured to the boundary node. Unless RAN3 confirms that the explicit configuration is mandatory, we prefer to perform inter-donor-DU rerouting and inter-donor-CU rerouting without extra BAP header rewriting table configuration.
Proposal 1: Confirm that for inter-donor-DU rerouting, the boundary node knows the BAP addresses of the two donor-DUs, and can rewrite BAP routing ID by itself.
Proposal 2: Confirm that for inter-donor-CU rerouting, the boundary node knows the BAP address of donor-DU in the F1-terminated link, it can rewrite BAP routing ID by itself.
Proposal 3: If proposal 1 and proposal 2 can be agreed, the BAP header rewriting configuration and the BH RLC channel mapping configuration for inter-DU rerouting and inter-donor-CU rerouting are not needed.
[bookmark: OLE_LINK11][bookmark: OLE_LINK10][bookmark: OLE_LINK88][bookmark: OLE_LINK89]Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we reached below observations and proposals.
Observation 1: For inter-donor-DU rerouting with explicit configuration, IAB donor needs to configure both BAP header rewriting table and a new BH RLC channel mapping table to the boundary node.
Observation 2: For inter-donor-DU rerouting with implicit rewriting, the boundary node knows BAP address of the alternative donor-DU and can perform header rewriting by itself.
Observation 3: for inter-donor-CU rerouting with explicit configuration, IAB donor needs to configure two sets of BAP header rewriting table and BH RLC channel mapping table to the boundary node, one for inter-topology routing and the other for inter-donor-CU rerouting.
Observation 4: for inter-donor-CU rerouting with implicit rewriting, the boundary node knows the BAP address of IAB-donor-DU in original topology and can perform header rewriting by itself.
Proposal 1: Confirm that for inter-donor-DU rerouting, the boundary node knows the BAP addresses of the two donor-DUs, and can rewrite BAP routing ID by itself.
[bookmark: _GoBack]Proposal 2: Confirm that for inter-donor-CU rerouting, the boundary node knows the BAP address of donor-DU in the F1-terminated link, it can rewrite BAP routing ID by itself.
Proposal 3: If proposal 1 and proposal 2 can be agreed, the BAP header rewriting configuration and the BH RLC channel mapping configuration for inter-DU rerouting and inter-donor-CU rerouting are not needed.
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