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1	Introduction
This paper discusses open issues on local routing and on the type 2/3 RLF.
[bookmark: _Ref178064866]2	Local Re-routing for Congestion Mitigation
Related to local routing, the following agreements were taken in RAN2#114-e:
	Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID).
Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic).




IAB Rel-16 specs support local re-routing for RLF case using an alternative egress link in IAB node(s) routing tables (choose by the IAB-DU locally) for the BAP destination address carried the packet headers that are affected by RLF of their intended egress link. If this procedure is adopted for the re-routing due to local link congestion, then IAB-donor-CU does not need to configure specific alternative egress link. Rather the local IAB node can select a proper alternative/backup egress link among the links matched to the BAP destination address (in the routing table) carried in the packets that needed to be re-routed due to congestion.
[bookmark: _Toc92788395]If IAB Rel-16 mechanism for local re-routing (due to RLF) is adopted for link congestion scenario, then IAB-donor-CU does not need to configure specific alternative egress link to be used for local congestion mitigation.
Since local re-routing will be used to handle temporary congestion, RAN2 does not need to define a mechanism that requires additional specification work, i.e., use the existing re-routing mechanism (for RLF case) also for local link congestion case.
[bookmark: _Ref78733763][bookmark: _Toc92788384]RAN2 agree to adopt the IAB Rel-16 re-routing mechanism for local link congestion case,  i.e. the alternative link is selected among the entries in the routing table matching the BAP destination in the BAP header.
When it comes to activating local re-routing, it was agreed in RAN2#115-e that the IAB node should be configured with a threshold on the available buffer size indicated in the DL HbH control feedback. If the available buffer size is smaller than such a threshold the IAB node may perform local routing.
	From RAN2#115-e
A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.



Since the above configured threshold has to be provided by the CU to the IAB node-DU, RAN3 should take into account the above agreement in RAN3 specifications, i.e. TS 38.473
[bookmark: _Toc92788385]RAN2 to ask RAN3 to introduce a threshold on the available buffer size for the purpose of local re-routing, that may be provided by the CU to the IAB node DU.
[bookmark: _Toc92788386]The IAB node may enable local re-routing if the available buffer size is below the configured threshold.
In the unfortunate case in which all the dowlink links are congested, we believe that it should be left to the implementation how to handle this special case, since how to deal with DL scheduling is a network task. The IAB node may decide to suspend DL transmissions, but this solution might not be always good. For example, the IAB node may enable AQM policies, or it may just suspend non-latency critical traffic. Additionally, RAN3 has also introduced a DL channel congestion notification from DU to CU, so the situation of all DL links being congested should be extremely rare.
[bookmark: _Toc92788387]How to deal with the case in which all links in the DL are congested is left to the IAB node DL scheduler implementation.
Since the DL flow control can be either per BH RLC channel ID, or per BAP routing ID, it seems reasonable that local re-routing can be enabled per BH RLC channel ID and BAP routing ID. 
[bookmark: _Toc92788388]Local routing can imply re-routing of congested BH RLC channel ID(s) or of congested BAP routing IDs.
3	UL Local routing upon type 2/3 RLF Notification 
For Rel-17 IAB WI, RAN2 has agreed to support the following RLF notification messages that an IAB node can send to its children nodes:
Type 2 - “Trying to recover”: Indication that BH link RLF is detected by the IAB-node, and the IAB-node is attempting to recover from it. 
Type 3 - “BH link recovered”: Indication that the BH link successfully recovers from RLF.
Related to type-2 and -3 RLF the following agreements have been reached by RAN2 in the last RAN2#116-e meeting:
	From RAN2#116e:
· Type 2 indication by dual-connected node is triggered when the node initiates RRC re-establishment resulting from BH RLF on both CGs or BH RLF on MCG with no fast MCG recovery.
· A node can transmit type-3 indication if re-establishment is successful. FFS whether to specify a detailed condition for success of re-establishment, e.g., successful transmission of RRC reestablishment complete. FFS whether to also include additional triggering condition such as successful transmission of ReconfigurationComplete, which is for the case the node initiates re-establishment and selects a CHO candidate cell and hence performs CHO successfully.  
· A node can transmit type-3 indication only if it previously sent type-2 indication, i.e., type-3 indication cannot be triggered without triggering type-2 indication previously.
· Upon reception of type-2 indication, the node should perform local re-routing if possible.  
· Upon reception of type-3 indication, the actions (e.g. local re-routing) triggered upon reception of a previous type-2 indication should be reversed, if possible.
· FFS if Type 2 indication by dual-connected node can be triggered when the node detects BH RLF on any BH and it cannot perform re-routing for affected traffic (if agreed see R2-2111539 for more details)

· [032] For triggering condition of type-2 indication by a single-connected node, initiation of RRC re-establishment is a sufficient condition to trigger type-2 indication.
· [032]  Proposal 5_alt: If option 2) is chosen in P1 (i.e. dual-connected node triggers type 2 indication when the node detects BH RLF on any BH link) and option 2 is chosen in P7 (i.e. Received type-2 indication is further propagated),  type-2 indication sent by a single-connected node includes routing ID information indicating which routing IDs are not available. FFS whether inclusion of routing ID can be omitted in some cases. Otherwise, type-2 indication sent by a single-connected node does not carry any further information related to BH RLF.
· [032]  Conditional mobility is not triggered by reception of type-2 indication.
· [032] For the need of further propagating received type-2 indication, FFS which option to take: 
Option 1) Received type-2 indication is not propagated further (unless a normal type-2 triggering condition is met).
Option 2) Upon reception of type-2 indication, the node should further propagate type-2 indication to the child if it has no alternative path available.
· [032] RAN2 does not specify UL transmission constraints (e.g. SR/BSR) to a node receiving the type-2 indication, i.e., whether the node can transmit uplink transmission is left to implementation of the node and also up to scheduling policy of a node transmitting the type-2 indication. FFS whether we need to add a Note in stage-2/3 CR.
· [032] RAN2 does not specify that IAB-support indicator is toggled by reception of type-2 indication, i.e., when how to set IAB-support indicator it is up to implementation. FFS whether we need to add a Note in stage-2/3 CR.
· [032] To agree that the following terms are used:
-  Type-2:  “BH RLF detection indication”, 
-  Type-3: “BH RLF recovery indication” , and
- Type-4: FFS whether “BH RLF recovery failure indication” or existing name “BH RLF indication”





One open issue is whether local routing triggered by the type-2 RLF should be configurable or not, either at the parent node or at the child. Since the type-2 RLF may trigger different action at the child node (see the agreements above from RAN2#113), whether local routing is possible or not should be configured, since that may trigger topology change. In our view, it makes sense to give the possibility to the donor CU to configure the transmission of the type-2 RLF, both to limit the overhead (e.g. in case the child node is a Rel.16 IAB node) and to limit the topology changes in some scenarios.
[bookmark: _Toc92788389]Whether type-2 RLF can be transmitted or not by an IAB node is configurable by the CU.
Another open issue is about the granularity of the type-2 RLF indication.. Some companies argue that the type-2 RLF should include the BAP Routing IDs of the traffic affected, whereas some others believe that the type-2 RLF should just be per BH link, as the legacy type-4 RLF indication.
Which granularity to choose strictly depends on the parent node behaviour when it is configured with dual connectivity. In our view, whenever there is a failure in any of the two links, the IAB node can perform local routing and route the traffic from the problematic link to the “still-available” link. It is not clear why the parent node which is dual connected should not perform local routing when there is a failure in one of the two links. In our view, this implies that the type-2 RLF should be transmitted by the parent node to the child node only when both links in the upstream are unavailable due to RLF.
[bookmark: _Toc92788396]When a dual-connected parent IAB node experiences an RLF in one of the two upstream links, it can perform local re-routing of the traffic from the problematic link to the other available link.
[bookmark: _Toc92788390]For a dual-connected parent IAB node, the type-2 RLF should be transmitted to the child IAB node only when both upstream links are unavailable due to BH RLF.
The above proposal greatly simplifies the type-2 RLF indication which does not need to indicate the BAP Routing IDs of the traffic affected. Rather, it can be similar as the legacy type-4 RLF indication, i.e. applicable by the child IAB node to the whole BH link.
[bookmark: _Toc92788391]The granularity of the type-2 RLF indication is per BH link, as the type-4 RLF.
For a situation where the children IAB nodes have dual parents (for instance, IAB8 in Figure 1), the reception of Type-2 from one of the parent nodes can cause a local re-routing of traffic impacted by RLF via the BH link with the other parent node. As proposed in Proposal 1 for the case of local congestion, also for the case of local routing due to BH RLF or type-2 RLF reception, there is no need for any specification work. That is because, Rel-16 already gives the possibility to select an alternative link. 
[bookmark: _Toc92788392]If the IAB node performs local routing upon reception of type-2 RLF or BH RLF, Rel-16 re-routing principles are used,  i.e. the alternative link is selected among the entries in the routing table matching the BAP destination in the BAP header.





Figure 1. Example of IAB network with multiple paths for IAB node 3
In the email discussion [1], it was discussed whether a child node that does not have any other available egress link can propagate a received type-2 RLF indication. That can be the case for example of a single connected IAB node. In our view that is not needed, because the time interval between the reception of a type-2 RLF and a type 3/4 RLF might be very little. Hence, by the time the child IAB node propogates a type-2 RLF to its child, the parent node may have already gone through the reestablishment procedure and be ready to issue a type 3/4 RLF. Therefore, the benefits of propagating the type-2 RLF might be very little. Additionally, if the type-2 is propagated also the type-3 should be propagated which would complicated the overall procedure. On the other hand, in case a type-4 is instead generated by the parent IAB node, it should be discussed whether the type-4 should be also propagated or not. Given the complexity, we propose not spending the remaining time of the WID to discuss such as an optimization.
[bookmark: _Toc92788393]A received type-2 RLF is not propagated.
Regarding, the triggering of the type-3 RLF, that should be transmitted once the BH link is successfully recovered. This corresponds in practice to the case in which the reestablishment procedure is successful, which can be at transmitting the RRCReestablishmentComplete message or at transmitting the RRCReconfigurationComplete in case the cell selected for reestablishment was a candidate CHO cell. In fact, as per the stage-3 RRC specification, the reestalibhsment procedure is always initiated at RLF, even if the UE was configured with CHO. Since, the BH RLF recovery procedure is already specified in the stage-2 specification, it can be simply captured in the stage-2 specification and in the BAP spec, that the type-3 indication can be sent upon successful BH RLF recovery.
[bookmark: _Toc92788394]Specify in the stage-2 and BAP specification that the type-3 indication is transmitted upon successful BH RLF recovery.
5	Conclusion
In the previous sections we made the following observations: 

Observation 1	If IAB Rel-16 mechanism for local re-routing (due to RLF) is adopted for link congestion scenario, then IAB-donor-CU does not need to configure specific alternative egress link to be used for local congestion mitigation.
Observation 2	When a dual-connected parent IAB node experiences an RLF in one of the two upstream links, it can perform local re-routing of the traffic from the problematic link to the other available link.

Based on the discussion in the previous sections we propose the following:

Proposal 1	RAN2 agree to adopt the IAB Rel-16 re-routing mechanism for local link congestion case,  i.e. the alternative link is selected among the entries in the routing table matching the BAP destination in the BAP header.
Proposal 2	RAN2 to ask RAN3 to introduce a threshold on the available buffer size for the purpose of local re-routing, that may be provided by the CU to the IAB node DU.
Proposal 3	The IAB node may enable local re-routing if the available buffer size is below the configured threshold.
Proposal 4	How to deal with the case in which all links in the DL are congested is left to the IAB node DL scheduler implementation.
Proposal 5	Local routing can imply re-routing of congested BH RLC channel ID(s) or of congested BAP routing IDs.
Proposal 6	Whether type-2 RLF can be transmitted or not by an IAB node is configurable by the CU.
Proposal 7	For a dual-connected parent IAB node, the type-2 RLF should be transmitted to the child IAB node only when both upstream links are unavailable due to BH RLF.
Proposal 8	The granularity of the type-2 RLF indication is per BH link, as the type-4 RLF.
Proposal 9	If the IAB node performs local routing upon reception of type-2 RLF or BH RLF, Rel-16 re-routing principles are used,  i.e. the alternative link is selected among the entries in the routing table matching the BAP destination in the BAP header.
Proposal 10	A received type-2 RLF is not propagated.
Proposal 11	Specify in the stage-2 and BAP specification that the type-3 indication is transmitted upon successful BH RLF recovery.
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