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1	Introduction
An LS [1] was first received in RAN2#112-e where CT1 asked for guidance on a set of RAN timers and the reply was sent in [2]. For RAN2#116-e another LS asking guidance on the design of NAS supervision timers was received in [3]. During the meeting RAN2 NR NTN came up with a reply in [3].
In the LS from CT1 asking about feasibility of the current NAS supervision timer [3], the following is asked: 
In the SA2 study on 5GSat it was concluded for KI#3 (Delay in satellite) that NAS supervision timers need to be extended to handle the additional delay added at satellite access compared to existing NG-RAN. It was also captured in the study that final determination of extended timer values is left for stage 3. In the analysis of NAS timer extension at satellite access, CT1 would need additional information from RAN2 to determine possible updates to normative stage 3 specification.
As the NAS supervision timers control triggering of NAS message re-transmission and determination of NAS procedure failure, updated timing for NAS message transport in AS compared to current NG-RAN needs to be considered. Therefore, CT1 would appreciate answers to the following questions:
· For all satellite access types (LEO, MEO, GEO) where AS timing is updated, what is the worst-case delay in AS for transport of NAS messages via satellite access, including potential delays due to GNSS fix acquisition:
1) For initial NAS messages in the UL direction;
2) For non-initial NAS messages in the UL direction; and
3) For NAS messages in the DL direction.

ACTION: 	CT1 asks RAN2 to provide answers to the questions above, and any other feedback seen useful for CT1 on the topic of extended NAS supervision timers at satellite access.
In this contribution we will discuss the aspects related to the questions in the LS from an IoT NTN perspective
[bookmark: _Ref178064866]2	Discussion
Unlike timer values like T300 and T312 that have configurable values in the RRC specification, the NAS supervision timers have fixed values in specification. The NAS supervision timers basically tell for how long NAS waits until determining that there was a failure, e.g. the request or response message was lost, and a re-transmission of the request may be attempted. This supervision period includes the time AS transports the NAS message between NAS in the UE and NGAP in the network, including any retransmissions. Current value for NR is typically 15 s for initial NAS messages such as Registration Request and Service Request, which are similar to the corresponding timers in an LTE network. The extension of these timer values has been studied and extended in the context of coverage extension and NB-IoT. The related AS timers T300 and T312 may have longer values supported than what is feasible from the NAS supervision timer perspective.

2.1	Round trip times in NTN
The propagation round trip times are shown in the following table [5]:
Table 4.2-2: Reference scenario parameters
	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	. . .

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.46 ms (service and feeder links)
Scenario B: 270.73 ms (service link only)
	Scenario C: (transparent payload: service and feeder links)
· 25.77 ms (600km)
· 41.77 ms (1200km)

Scenario D: (regenerative payload: service link only)
· 12.89 ms (600km)
· 20.89 ms (1200km)

	Max differential delay within a cell (Note 6)
	10.3 ms
	3.12 ms and 3.18 ms for respectively 600km and 1200km

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)
21ppm(1200km) 

	. . .



The round-trip time (we only consider transparent scenario) as seen in Table 4.2-2 has a maximum value of 541.46 ms. This is important as when the UE performs random access or initial attach it will take a number of roundtrips and a number of round trips which increase if there are problems in the random access procedures or attach procedures. The long round trip time may thus be a driving factor for the time needed for the procedures and by extension the time that it takes to complete the procedures that the NAS and AS timers are controlling. 
[bookmark: _Toc92784446][bookmark: _Toc92784447][bookmark: _Toc92787651]Long propagation delay is a relelvnt factor in how long time it takes to complete the AS and NAS procedures, and thus the NAS and AS timers may need to be adapted.
Also note that delays in MEO are much harder to estimate as MEO satellite altitude ranges from around 2000 km to <35768 km (sub-GEO). Propagation delays for MEO are anywhere between LEO and GEO, thus  they can be described in terms of LEO and GEO. 
[bookmark: _Toc92787652]Due to the range of MEO altitudes there are no typical propagation delays for MEO.
[bookmark: _Toc92787653]Propagation delays of MEO can in general be said to be somewhere between LEO and GEO and the delays in the procedures would also be somewhere between that of LEO and GEO.

2.3 Discontinuous coverage aspects
One aspect regarding how to adapt NAS supervision timers that was not discussed in NR NTN is that of discontinuous coverage. In discontinuous coverage, there could in theory be scenarios where a single LEO satellite serves the whole earth, which can make it so that the satellite is only seen once every 12 hours. RAN2 has not expressed whether such an extreme scenario should be supported or can be supported given that there are limitations on how well the currently introduced satellite ephemeris can be used to predict satellite positions. The scenario however gives a rough indication of how long it might take before the UE has any ability to deliver a packet. 
[bookmark: _Toc92787654]In discontinuous coverage there may be more than 12 hours before there is coverage to deliver data.
Given the long time before any packet can be delivered, we think that the NAS supervision cannot be extended to support such a scenario and since a lot of other aspects related to discontinuous coverage will be up to UE implementation, we think that to handle such a case would have to be up to UE implementation as a the transport procedure on top would have to be adjusted to deal with such an extreme case. This could for instance be done by making sure that the transport layer does not deliver any data to the lower layer before there is coverage or integration with the application layer to ensure UE has connectivity before sending down a packet. 
[bookmark: _Toc92787667]Dealing with NAS supervision delays due to discontinuous coverage would be up to UE implementation, including delaying delivering data to NAS buffers.

2.4	Delays as seen by AS and NAS timers
In this section we attempt to answer the questions from CT1. 
For evaluating the delays experienced in IoT NTN, compared to the discussion in NR NTN, we also need to consider a possibly large amount of repetitions being performed for LTE-M and NB-IoT. 
In the following calculations, in the scheduling cycle we consider the following number of repetitions on the different channels. 
	LTE-M Channel
	Max #repetitions
	Max duration
	NB-IoT channel
	Max #repetitions
	Max duration

	MPDCCH
	256
	256 ms
	NPDCCH
	2048
	2048 ms

	PDSCH
	2048
	2048 ms
	NPDSCH
	2048
	20480 ms

	PUCCH
	128
	128 ms
	NPUSCH F2
	128
	1024 ms

	PUSCH
	2048
	2048 ms
	NPUSCH F1
	128
	40960 ms

	PRACH
	128
	128 ms
	NPRACH
	128
	820 ms



When looking at the maximum delays that can potentially be seen for LTE-M and NB-IoT, given that the maximum number of repetitions are utilized, this should give an MCL that should provide very low probability of re-transmissions needed. We will thus mostly consider the case where only a single transmission attempt is needed to succeed. 
[bookmark: _Toc92787655]Consider the case where only a single or very few transmission attempts are needed.

2.4.1 Non-initial NAS message in uplink direction
2.4.1.1 LTE-M 

[image: ]
Figure 2. Delays due to SR-BSR procedures.
For LTE-M, to deliver a non-initial NAS message the worst case would probably involve the SR-BSR procedure. The SR procedure can be seen in Figure 2. The delay of this procedure can be simplified by the following: 

where the , , are the transmission durations of SR, UL grant, BSR and PUSCH, which are assumed to be set to the maximum amount of repetitions for each channel that they are carried on. ,  and  are the number of scheduling requests, BSRs and uplink attempts. The scheduling delays for switching between uplink and downlink has not been considered as they should be small in comparison to the transmission durations. 

	
	, , 
	Delay

	LEO (600 km)
RTT = 26 ms
	1, 1, 1
	4801 ms

	MEO (3500 km)
RTT = 60 ms
	1, 1, 1
	4886 ms

	GEO (35768 km)
RTT = 542 ms
	1, 1, 1
	6091 ms



We can see for LEO the propagation delays are quite large owing to the large amount of repetitions at slightly 5 s while as in GEO the delays can be up to 6 s. 
[bookmark: _Toc92787656]Delays for non-initial NAS message in UL are 4801 ms and 6091 ms in LEO and GEO respectively for LTE-M.

2.4.1.2 NB-IoT 
For NB-IoT, the procedure for delivering the non-initial NAS in the uplink direction is considered to be similar to LTE-M, i.e a so-called SR-BSR procedure. Although it may be more likely that the UE would be in inactive state where a RRC resume procedure would be performed, for simplicity we also use the SR-BSR procedure. 
[bookmark: _Toc92787657]We consider the SR-BSR procedure for determining the non-initial NAS message for NB-IoT.

Similarly as for LTE-M the delay can be simplified to: 

where the , , are the transmission durations of SR, UL grant, BSR and PUSCH,
The difference from LTE-M is that the maximum duration of the transmissions are different. 

	
	, , 
	Delay

	LEO (600 km)
RTT = 26 ms
	1, 1, 1
	87105 ms

	MEO (3500 km)
RTT = 60 ms
	1, 1, 1
	87190 ms

	GEO (35768 km)
RTT = 542 ms
	1, 1, 1
	88395 ms



We can see for LEO the propagation delays are extremely large at more than 87 s while as in GEO it is marginally larger at more than 88 s. 
[bookmark: _Toc92787658]Delays for non-initial NAS message in UL are up 87 s and 88 s in LEO and GEO respectively for NB-IoT.

2.4.2 NAS messages in the downlink direction
2.4.2.1 LTE-M 
NAS messages in the downlink direction are sent via SRB1 or SRB1bis. If we can assume that the UE is in connected mode, the network would control the resources, and the amount of round-trips needs should be smaller compared to the other case. Worst case delay without re-transmissions is simply the one-way transmission delay. We can model this through the following: 


where the ,  and  are the MPDCCH, PDSCH and PUCCH transmission durations.  represents the number of downlink attempts. Here we consider at most 2 attempts. 
	
	
	Delay

	LEO (600 km)
RTT = 26 ms
	1
	2317 ms

	
	2
	4775 ms

	MEO (3500 km)
RTT = 60 ms
	1
	2334 ms

	
	2
	4826 ms

	GEO (35768 km)
RTT = 542 ms
	1
	2575 ms

	
	2
	5549 ms



We can see for LEO the propagation delays are quite large owing to the large amount of repetitions at slightly 2.3 s while as in GEO the delays can be up to 6 s. 
[bookmark: _Toc92784456][bookmark: _Toc92784457][bookmark: _Toc92787659]Delays for NAS message in the downlink with 1 retransmission are 4775 ms and 5549 ms in LEO and GEO respectively for LTE-M.


2.4.2.2 NB-IoT 
For NB-IoT, NAS messages in the downlink direction are sent via SRB1 or SRB1bis. Similarly as for LTE-M, we can use the following: 


where the ,  and  are the NPDCCH, NPDSCH and NPUSCH transmission durations.  represents the number of downlink attempts. 
	
	
	Delay

	LEO (600 km)
RTT = 26 ms
	1
	22541 ms

	
	2
	46120 ms

	MEO (3500 km)
RTT = 60 ms
	1
	22558 ms

	
	2
	46170 ms

	GEO (35768 km)
RTT = 542 ms
	1
	22799 ms

	
	2
	46893 ms



We can see for LEO the propagation delays are quite large owing to the large amount of repetitions at slightly 2.3 s while as in GEO the delays can be up to 6 s. 
[bookmark: _Toc92787660]Delays for NAS message in the downlink with 1 retransmission are 46120 ms and 46893 ms in LEO and GEO respectively for NB-IoT.


2.4.3 Initial NAS message in uplink delay

2.4.3.1 LTE-M 

[image: ]
Figure 3. Delays due to UE needing to perform random access to send the UL NAS message. 
For the initial NAS message the UE would have to perform random access both in LTE-M and NB-IoT. This means that the UE should perform random access (msg1-msg4) and then transmit the initial NAS message in msg5. The full procedure along with the time due to random access retries can be seen in Figure 3. 
By not considering the delays such as to acquiring system information, perform cell selection and reselection or :

where , , , ,  and  are the msg1, msg2, msg3, msg4, grant and PUSCH transmission durations. ,  and  are the number of msg1, msg3 and uplink attempts. 
Similarly, we also consider the number of attempts to be low. 
	
	, ,  
	Delays

	LEO (600 km)
RTT = 26 ms
	1, 1, 1
	8654 ms

	
	2, 1, 1
	10856 ms

	
	3, 2, 1
	17180 ms

	MEO (3500 km)
RTT = 60 ms
	1, 1, 1
	8756 ms

	
	2, 1, 1
	10992 ms

	
	3, 2, 1
	17384 ms

	GEO (35768 km)
RTT = 542 ms
	1, 1, 1
	10202 ms

	
	2, 1, 1
	12920 ms

	
	3, 2, 1
	20276 ms



We can see for LEO the delays are quite large owing to the large amount of repetitions at slightly around 17 s while as in GEO the delays can be up to 20 s. 
[bookmark: _Toc92787661]Delays for NAS message in the downlink with 1 retransmission are 17180 ms and 20279 ms in LEO and GEO respectively for LTE-M.

2.4.3.2 NB-IoT 
For NB-IoT, For the initial NAS message the UE would have to perform random access both in LTE-M and NB-IoT. This means that the UE should perform random access (msg1-msg4) and then transmit the initial NAS message in msg5. The full procedure along with the time due to random access retries can be seen in Figure 3. 
By not considering the delays such as to acquiring system information, perform cell selection and reselection or :

where , , , ,  and  are the msg1, msg2, msg3, msg4, grant and PUSCH transmission durations. ,  and  are the number of msg1, msg3 and uplink attempts. 
	
	, 
	Delays

	LEO (600 km)
RTT = 26 ms
	1, 1, 1
	125826 ms

	
	2, 1, 1
	147152 ms

	
	3, 2, 1
	229944 ms

	MEO (3500 km)
RTT = 60 ms
	1, 1, 1
	125928 ms

	
	2, 1, 1
	230148 ms

	
	3, 2, 1
	230148 ms

	GEO (35768 km)
RTT = 542 ms
	1, 1, 1
	127374 ms

	
	2, 1, 1
	149216 ms

	
	3, 2, 1
	233040 ms



We can see for LEO the delays are very long at 230 s while in GEO the delays can be up to 233 s. 
[bookmark: _Toc92787662]Delays for initial NAS message in uplink are 229944 ms and 233 s in LEO and GEO respectively for NB-IoT.

2.4.4 Complications due to need of GNSS fix
In the WID UEs with GNSS capability is assumed and the assumption has been that the UE pre-compensate the transmission timing using GNSS position and the position of the satellites. 
In RAN1 a couple of agreements related to this are: 
Agreement:
· In Rel-17 NR NTN, at least support UE which can derive based on its GNSS implementation one or more of:
· its position 
· a reference time and frequency
· And, based on one or more of these elements together with additional information (e.g., serving satellite ephemeris or timestamp) signalled by the network, can compute timing and frequency, and apply timing advance and frequency adjustment at least for UE in RRC idle/inactive mode.
· In case of GNSS-assisted TA acquisition in RRC idle/inactive mode, the UE calculates its TA based on the following potential contributions:
· The User specific TA which is estimated by the UE:
· Option 1: The User specific TA is estimated by the UE based on its GNSS acquired position together with the serving satellite ephemeris indicated by the network:
· FFS: Details on serving satellite ephemeris indication 
· Option 2: The User specific TA  is estimated by the UE based on the GNSS acquired reference time at UE together with reference time as indicated by the network
· An NTN UE in RRC_IDLE and RRC_INACTIVE states is required to at least support UE specific TA calculation based at least on its GNSS-acquired position and the serving satellite ephemeris.


Related to how or when the UE shall perform GNSS measurements for the purpose of random access, RAN1 has so far not made any agreements. From RAN1 point of view it is likely that when to perform the GNSS measurement is left to UE implementation. 
[bookmark: _Toc92787663]From RAN1 point of view there will be no requirements on when the UE shall perform GNSS position acquisition, only that the GNSS position shall be available when computing the pre-compensated Timing Advance.
In [6], a framework for how to calculate the time needed for GNSS measurements is explained. There are three different states, namely hot, warm, and cold, from which the UE may start to perform a first fix and the time to acquire a GNSS fix (TTFF – time to first fix) is explained. In [6], the authors mention TTFF requirements, where from a cold state, the GNSS fix can take up to 100 seconds, from a warm state – 50 s and from hot start – 2 s. 
The GNSS receiver can have 3 states when performing a GNSS fix; hot, warm and cold where some reference requirements are from 2 to 100 seconds for the time until a first fix.
The problem related to when the UE needs to perform GNSS measurement is that there is a risk that the UE may need to perform GNSS measurement after the NAS or AS timers have already started. This may potentially occur for instance when the UE has not been transmitting any data for a long period, thus no GNSS measurements have been performed for a long period of time. 
[bookmark: _Toc92787664]There may be cases when GNSS fix may need to be performed when NAS or AS timers are running according to current procedures.

[image: ]
Figure 4. Combined delays when performing all of the needed procedures while potential NAS/AS timers are running.
The full procedure along with the time to perform GNSS can be seen in Figure 2. Most severe would be the case when the UE needs to perform GNSS during the access procedures from a cold state and the UE is attempting to connect to a GEO satellite and there are several attempts needed. In this case 100 seconds might need to be added in order to cover the full duration. 
[bookmark: _Toc92787665]For the UE in a cold state GNSS acquisition could take up to 100s.
[bookmark: _Toc92787668]RAN2 to notify CT1 about potential problem of the need to perform GNSS fix during on-going timers.


2.5 LS reply
The delays have been evaluated in sections 2.4.1 to 2.4.3. What we can see is that the delays can be extremely long for many of the procedures, which would be very problematic for a UE or a network. However, it needs to be understood that the while the physical propagation delay is many times larger for a satellite network compared to a terrestrial network, it still is very low compared to the maximum transmission duration that are currently possible in IoT, especially for NB-IoT. 
As an example, for a downlink transmission at maximum amount of repetitions the contribution of the physical propagation delay is 
RTT/2 / (RTT/2+T_PDCCH+T_PDSCH) = ~10% for LTE-M and 
RTT/2 / (RTT/2+T_NPDCCH+T_NPDSCH) = ~1% for NB-IoT. 
Similarly, the RTT contribution for the jaw-dropping 233s to initial NAS message in section 2.4.3.1 is only 1 %. It is therefore important to make sure that we do not cause CT1 to extend timers due to extreme scenarios that may not even be applicable to terrestrial IoT, especially since their timers are not configurable, but have to be specified with a single value. 
[bookmark: _Toc92787666]Important to convey to CT1 that physical propagation is a very small contribution to overall delays in the most extreme scenarios.
For the reply LS to CT1, we can thus state that it is difficult to give definite numbers without extensive evaluations, but give some examples and state that while these are examples, the difference between legacy IoT and IoT NTN in the end is not very large and thus use caution whether the examples given serve as a reason to extend the related CT1 timers. 
[bookmark: _Toc92787669]RAN2 to state that the physical propagation delay is small in comparison to maximum transmission duration of many channels and that caution should be used if extending timers for IoT NTN.

Related to this we have a draft reply LS in R2-2201603 reflecting this discussion and the potential times when UE GNSS state is kept in hot state. 
[bookmark: _Toc92787670]RAN2 to consider the draft reply LS in R2-2201603.


3 Conclusion
In the previous sections we made the following observations: 
Observation 1	Long propagation delay is a big factor in how long time it takes to complete the AS and NAS procedures, and thus the NAS and AS timers may need to be adapted.
Observation 2	Due to the range of MEO altitudes there are no typical propagation delays for MEO.
Observation 3	Propagation delays of MEO can in general be said to be somewhere between LEO and GEO and the delays in the procedures would also be somewhere between that of LEO and GEO.
Observation 4	In discontinuous coverage there may be more than 24 hours before there is coverage to deliver data.
Observation 5	Consider the case where only a single transmission attempt is needed.
Observation 6	Delays for non-initial NAS message in UL are 4801 ms and 6091 ms in LEO and GEO respectively for LTE-M.
Observation 7	We consider the SR-BSR procedure for determining the non-initial NAS message for NB-IoT.
Observation 8	Delays for non-initial NAS message in UL are up 87 s and 88 s in LEO and GEO respectively for NB-IoT.
Observation 9	Delays for NAS message in the downlink with 1 retransmission are 4775 ms and 5549 ms in LEO and GEO respectively for LTE-M.
Observation 10	Delays for NAS message in the downlink with 1 retransmission are 46120 ms and 46893 ms in LEO and GEO respectively for NB-IoT.
Observation 11	Delays for NAS message in the downlink with 1 retransmission are 17180 ms and 20279 ms in LEO and GEO respectively for LTE-M.
Observation 12	Delays for initial NAS message in uplink are 229944 ms and 233 s in LEO and GEO respectively for NB-IoT.
Observation 13	From RAN1 point of view there will be no requirements on when the UE shall perform GNSS position acquisition, only that the GNSS position shall be available when computing the pre-compensated Timing Advance.
Observation 14	There may be cases when GNSS fix may need to be performed when NAS or AS timers are running according to current procedures.
Observation 15	For the UE in a cold state GNSS acquisition could take up to 100s.
Observation 16	Important to convey to CT1 that physical propagation is a very small contribution to overall delays in the most extreme scenarios.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Dealing with NAS supervision delays due to discontinuous coverage would be up to UE implementation, including delaying delivering data to NAS buffers.
Proposal 2	RAN2 to notify CT1 about potential problem of the need to perform GNSS fix during on-going timers.
Proposal 3	RAN2 to state that the physical propagation delay is small in comparison to maximum transmission duration of many channels and that caution should be used if extending timers for IoT NTN.
Proposal 4	RAN2 to consider the draft reply LS in R2-22xxxxx.
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