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1 Introduction
In last meeting, the following agreement were achieved:

	Inter Topology Routing

· Go with B, including the following: 
- If BAP address matches, deliver to upper layer;

Else:

- If routing ID matches rewriting table, perform the header rewriting;

- perform routing and mapping to BH RLC CH.

· For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link.
· For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:

The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).
(This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.)
Perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH.
· For upstream at the boundary node, for any received data from lower layer:

We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 

The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.
Intra topology

· For Upstream, The pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF, congestion or type2 indication, etc.), as in R16.
· Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS



  In this contribution, we will continue to address the open issues for inter-topology routing. 
2 Discussion 

For inter-topology routing, the following steps are implemented at the boundary node:

· Step 1: header rewriting for inter-donor routing 

Apparently, a packet with the header rewriting for inter-donor routing should perform the inter-topology transfer. The boundary node know the ingress topology of the each packet, so the packets with the header rewriting should be transmit in the egress topology different from the ingress topology. In other words, the packets without header rewriting should perform the intra-topology transfer. 

· Step 2: egress link determination

In step 1, the boundary node can determine the egress topology of the packets, e.g., the inter-topology transfer indicates that the egress topology is different from ingress topology, while the intra-topology transfer indicates that the egress topology is same as the egress topology. Then, the boundary node can choose the correct routing entry to determine the egress link, which is applied after the header rewriting. Such routing entry is configured by indicating the ingress topology and egress topology 

· Step 3: egress BH RLC CH determination

After determining the egress link, the boundary node can choose the correct bearer mapping entry. Each entry should indicate the ingress topology and egress topology

· Step 4: header rewriting for inter-donor re-routing

If the egress link/BH RLC CH determined by above step 2&3 is unavailable, the boundary node should perform the inter-donor re-routing, and then perform egress link/BH RLC CH determination again as the above step 2&3.  

To perform the above header rewriting, the boundary node should be configured with header rewriting table. 

· Issue 1: header rewriting table configuration

In our understanding, the applicable scenarios for the routing is quite different from those for re-routing. Thus, for the packets with the same ingress BAP routing ID, the selected routing paths can be different for the routing and re-routing. Thus, it is better to use separate tables for routing and re-routing. 

Proposal 1-1: the header rewriting table for inter-donor routing is different from that for inter-donor re-routing. 

The packets applicable for the inter-donor routing should have egress topology different from the ingress topology. In particular, for inter-donor routing, the egress topology and ingress topology are CU1’s topology and CU2’s topology, respectively, in downstream; while the egress topology and ingress topology are CU2’s topology and CU1’s topology, respectively, in upstream. Thus, the header rewriting table for inter-donor routing should be configured by differentiating ingress topology, i.e., the header rewriting table for inter-donor routing should be ingress topology specific.  
Proposal 1-2: the header rewriting table for routing should be configured by differentiating ingress topology, i.e., different header rewriting tables for routing are configured for different ingress topologies. 
Furthermore, following the baseline in last RAN2 meeting, the header rewriting for inter-topology routing is from the “previous routing ID” to “new routing ID” by following 1:1 or N:1 mapping. It means that for the upstream, the header rewriting should be applied to all the packets with the same “previous routing ID”. In case of inter-donor topology redundancy, the CU1 may decide to offload some traffic with the same BAP routing ID. The current baseline (i.e., 1:1 and N:1 mapping) cannot support such case. Thus, we suggest to optionally consider the ingress BH RLC CH so that it can help the CU1 do the partial offloading to CU2. 

Proposal 1-3: for inter-topology routing, the “previous BAP routing ID” + “ingress BH RLC CH” can be allowed for BAP header rewriting in upstream.  
The inter-topology re-routing can be only applicable for the upstream since all downstream packets are transmitted in the same egress topology, i.e., CU1’s topology. There are two cases for discussion:

· Case 1: before rerouting, the header rewriting for inter-topology routing is not needed

For this case, an example is that the upstream packet is routed to the CU1’s topology; however, due to unavailability of egress link, the packet should be rerouted to the CU2’s topology via header rewriting for rerouting. In this case, the rerouted packets contain the BAP header belonging to CU2’s topology. 

· Case 2: before rerouting, the header rewriting for inter-topology routing is needed and performed

For this case, an example is that the upstream packet is routed to the CU2’s topology via the header rewriting for inter-topology routing; however, due to the unavailability of egress link, the packet should be rerouted back to the CU1’s topology via header rewriting for rerouting. In this case, the rerouted packets contain the BAP header belonging to CU1’s topology. 

Case 1 can be considered as re-routing the packet from CU1’s topology to CU2’s topology, while Case 2 can be regarded as re-routing the packet from CU2’s topology to CU1’s topology since header rewriting for routing has changed the topology of the packet from CU1’s topology to CU2’s topology. In order to differentiate the two cases, the header rewriting table for re-routing can be configured by differentiating the ingress topology. 

Proposal 1-4: the header rewriting table for re-routing should be configured by differentiating ingress topology, where the ingress topology is the one from which the packet is received in case of no header rewriting for routing, or the one corresponding to “new BAP routing ID” if header rewriting for routing is implemented. 
To configure header rewriting table for re-routing, two options can be considered:

· Option 1: separate re-routing entries for different re-routed packets

In this option, the header rewriting table for re-routing contains multiple entries, each of which indicates the “previous BAP routing ID” and “new BAP routing ID”; in particular, for above case 1, the “previous BAP routing ID” is the one contained in the received packet, while for above case 2, the “previous BAP routing ID” is the one after performing the header rewriting for routing.

· Option 2: one default new BAP routing ID for all re-routed packets

In this option, one default new BAP routing ID is indicated for all packets needing re-routing, which can be re-routed via the same path. The reason of considering such option is that the re-routing is to tackle with some temporary cases (e.g., RLF, congestion), and there is no need to differentiate different routes for the re-routed traffic; another reason is that if the topology used to transmit the re-routed packet only has one path towards the donor DU, there is no need to configure different “new BAP routing IDs”. With this option, the signaling of rerouting table can be significantly simplified.

Proposal 1-5: for inter-topology re-routing, the following options for header rewriting table configuration can be considered:

· Option 1: separate re-routing entries for different re-routed packets, each of which contains “previous BAP routing ID” and “new BAP routing ID”

· Option 2: one default new BAP routing ID for all re-routed packets
After performing the header rewriting, the egress topology and the BAP routing ID applied in the egress topology have been determined. Then, the boundary node should use the routing table to determine the next-hop BAP link, and use the bearer mapping table to determine the egress BH RLC CH. Thus, the following-up issue is:
· Issue 2: routing table and bearer mapping table configuration
In our understanding, the configured routing table should be topology-specific. In particular, after determining the topology, the boundary node should select the routing table which is dedicated for the selected topology. 
Proposal 2-1: the routing table should be configured as topology-specific. 

The inter-topology routing requires that the bearer mapping is performed from ingress BH RLC CH of one topology to egress BH RLC CH of another topology. During the header rewriting operation, the ingress topology is determined when receiving the packet, while the egress topology is determined by ingress topology since the packets applicable for header rewriting must have egress topology different from ingress topology. After determining the ingress and egress topology, if the bearer mapping table is additionally configured with the ingress topology and egress topology for each entry, the boundary node can select the correct mapping entry based on ingress and egress topology, and egress link. 

Proposal 2-2: in the bearer mapping table for inter-donor routing, each entry can be additionally configured with ingress topology and egress topology.  
In this bearer mapping table, the applicable topology should be indicated. Thus, the topology indication should be determined. One possible method is to assign a different ID to different topology, which can be determined by F1 termination donor. Another method is as follows: for inter-donor migration, CU1’s topology can be considered as the source topology, while CU2’s topology can be considered as target topology. For inter-donor topology redundancy, CU1’s topology can be considered as MCG topology, while CU2’s topology can be considered as the SCG topology. Thus, we can use source topology, target topology, MCG topology, SCG topology to identify different topology. Compared to the second way, the first way is simply and future proof is the boundary node is connected to multiple topologies. 
Proposal 2-3: in the bearer mapping table, the topology ID is used to indicate the applicable topology. 

· Issue 3: header rewriting execution

This issue is related to how to execute the header rewriting at the BAP layer, which can be implemented at the RX part or TX part.  If header rewriting is operated in the RX part, a packet needing header rewriting for both routing and re-routing can be processed as follows: 

· Step 1: Header rewriting at the RX part for inter-donor routing, and then forward it to TX part

· Step 2: Routing and bearer mapping at the TX part

· Step 3: if re-routing is needed, the packet is forwarded back to the TX part, and perform header rewriting for re-routing

· Step 4: forward the packet to the TX part, and then perform routing and bearer mapping.  
The above steps that the header rewriting at the RX part results in the packet fallback to the RX part for header rewriting rerouting, which complexes the internal operation in BAP layer. In addition, in legacy design, most of BAP layer operation is handled by the TX part, including BAP routing ID determination, routing, and bearer mapping. Thus, it is better to put the header rewriting operation in the TX part. 

Proposal 3-1: the header rewriting operation can be handled by the TX part of BAP layer. 
3 Conclusions
In this contribution, we address open issues for inter-CU routing, and propose:
· Header rewriting table configuration related

Proposal 1-1: the header rewriting table for inter-donor routing is different from that for inter-donor re-routing. 

Proposal 1-2: the header rewriting table for routing should be configured by differentiating ingress topology, i.e., different header rewriting tables for routing are configured for different ingress topologies. 

Proposal 1-3: for inter-topology routing, the “previous BAP routing ID” + “ingress BH RLC CH” can be allowed for BAP header rewriting in upstream.  
Proposal 1-4: the header rewriting table for re-routing should be configured by differentiating ingress topology, where the ingress topology is the one from which the packet is received in case of no header rewriting for routing, or the one corresponding to “new BAP routing ID” if header rewriting for routing is implemented. 
Proposal 1-5: for inter-topology re-routing, the following options for header rewriting table configuration can be considered:

· Option 1: separate re-routing entries for different re-routed packets, each of which contains “previous BAP routing ID” and “new BAP routing ID”

· Option 2: one default new BAP routing ID for all re-routed packets
· Routing and bearer mapping related
Proposal 2-1: the routing table should be configured as topology-specific.
Proposal 2-2: in the bearer mapping table for inter-donor routing, each entry can be additionally configured with ingress topology and egress topology.
Proposal 2-3: in the bearer mapping table, the topology ID is used to indicate the applicable topology. 

· Header rewriting execution related
Proposal 3-1: the header rewriting operation can be handled by the TX part of BAP layer. 
