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1. Introduction
RAN2#116 e-meetings have agreed the following conclusions on BAP header rewriting based (re)routing (i.e., topology adaptation enhancements), which are detailed below. 
Inter Topology Routing
· Go with B, including the following: 
- If BAP address matches, deliver to upper layer;
Else:
- If routing ID matches rewriting table, perform the header rewriting;
- perform routing and mapping to BH RLC CH.
· For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link.
· For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:
The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).
(This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.)
Perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH.
· For upstream at the boundary node, for any received data from lower layer:
We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 
The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.
Intra topology
· For Upstream, The pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF, congestion or type2 indication, etc.), as in R16.
· Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS
This proposal is devoted to the solutions to the leftover issues for BAP header rewriting based (re)routing
2. Discussion
2.1 BAP addresses at the boundary node
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Figure 1. Example of IAB-node’s topology redundancy
Consider the topology redundancy scenario, as shown in Fig. 1, the boundary node (i.e, IAB node 3) is dual-connected to two parent IAB node (i.e., IAB node 1 and IAB node 2), which belong to two different topologies managed by two different donor-CU (i.e., CU1 and CU2), respectively. 
For the downlink transmission ( see the purple path and red path in Fig. 1), the boundary node may receive a packet whose destination BAP address is itself, however, allocated by two different donor-CU. According to RAN2#116-e agreement “The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet)”, the boundary node should be configured with two BAP addresses that are allocated by these two different donor-CU so that it can perform the action to deliver the packet to upper layer successfully if BAP address matches. This can be implemented in the secondary node (SN) addition procedures in which SN can use a new IE in RRC signalling to configure an additional BAP address.
Hence, it is proposed, 
Proposal 1: In topology redundancy (i.e. DC case), the boundary node will be configured with two BAP addresses, i.e. using a new IE in RRC signalling to configure an additional BAP address by SN.
2.2 Inter-topology determination
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Figure 2. Example of IAB-node’s partial migration (IAB-MT3/DU3 belongs to CU2/CU1）
Consider the inter-topology routing in the topology redundancy or partial migration case (see the purple path in Fig. 1 or Fig. 2), the boundary node should be able to identify whether a BH link belongs to inter-topology or intra-topology since the latest agreement states that “For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link”. In all the possible cases, SCG is not always the inter-topology link, e.g. in the partial migration and topology redundancy with SN as F1 terminating node cases. 
Thus, we propose:
Proposal 2: It should be explicitly configured to the boundary node on whether a BH link belongs to inter-topology (considering all possible cases e.g. partial migration, topology redundancy with SN/MN as the F1-terminating node).
2.3 BAP modelling and configurations for header rewriting
In the last meeting agreements for the upstream inter-topology routing, it is assumed that the header rewiring is performed before routing.
	· For upstream at the boundary node, for any received data from lower layer:
· We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 
· The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.


Below we have two approaches with their pros and cons respectively.
· Option 1: Introduce a “separate routing table” for upstream inter-topology traffic 
· This still assumes header rewriting is performed before routing.
· This is because: the new routing ID of inter-topology traffic after header rewriting may collide with some routing ID of intra-topology traffic, if merged into one routing table.
· Option 2: Use the alternative BAP modelling, i.e. the header rewriting for inter-topology routing is after routing table check, and is determined based on the selected egress link. 
· This is because: Using “one merged routing table” means the routing table check should be based on the old/ingress routing ID (before done header rewriting yet), to avoid any routing ID collision.
Proposal 3: RAN2 down-select from the below approaches, for the upstream inter-topology routing at boundary node:
· Option 1: Introduce a “separate routing table/configuration” for upstream inter-topology traffic; [See TP in R2-2201303] 
· Option 2: Use the alternative BAP modelling, i.e. the “header rewriting for inter-topology routing” is after “routing table check”, and is determined based on the selected egress link. [See TP in R2-2201304]
The last meeting also achieved the following agreements for the downstream inter-topology routing:
	· For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:
· The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).


It is seen that for the downstream inter-topology routing, the header rewriting operation is related to the identification of the egress link of the received packet, so it should be performed at the RX side of the boundary node. 
It is also seen that, for the upstream inter-topology routing, the header rewriting operation based on rewriting table check is performed for routing, so it should be performed at the TX side of the boundary node. 
Observation 1: In downstream, the header rewriting is determined by the condition that the ingress link is inter-topology and data will not be delivered to upper layer, which makes it sensible to be performed at RX side.
Observation 2: In upstream, the header rewriting determination has to check the header rewriting table, which makes it sensible to be performed at TX side.  
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Figure 3. Examples of mixed-topology routing (i.e, the yellow path) 
	· RAN3#110: As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor.
· RAN3#112: WA: boundary and descendant nodes may have a different F1-termination node.


According to the following RAN3#112 conclusions, we may need to extend the current inter-topology scenario into the mixed topology scenario in which the boundary node and its descendant nodes may have a different F1-termination node. As shown in the yellow path of Fig. 3, the boundary node (i.e., IAB node 3) may receive a packet from inter-topology node (IAB node 2) and then send this packet to another inter-topology node (IAB node 4 or IAB node 6). Based on Observation 1 and 2, the current inter-topology routing solution only performs the header rewriting once either in the TX side or in the RX side of the boundary node, which may not be feasible for the mentioned mixed topology scenario. The current solutions in Observation 1 and 2 can be combined and generalized as the solution to the mixed-topology routing, i.e., 
· The boundary node’s RX side can perform the header rewriting in case the ingress link is inter-topology, and;
· The boundary node’s TX side can perform the header rewriting in case the egress link is inter-topology;
Observation 3: In mixed topology scenario, where boundary and descendant nodes may have different F1-termination nodes, for further compatibility:
· RX side can perform the header rewriting in case the ingress link is inter-topology, and
· TX side can perform the header rewriting in case the egress link is inter-topology;
Proposal 4: At the boundary node, the header rewriting is performed at TX side for upstream, and is performed at RX side for downstream.
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Figure 4. Re-routing in topology redundancy scenario
Consider the upstream inter-topology traffic routed by the boundary node in the topology redundancy scenario, as shown in Fig. 4, these upstream packets should be able to be “re-routed” back to CU1 topology when there is RLF on the link from the boundary node to its parent node of CU2’topology, so they can also arrive the destination with the help of CU1 topology although they were originally forwarded via CU2 topology. It is thus proposed, 
Proposal 5a: RAN2 confirm that, for upstream at the boundary node, it is supported to “re-route” the data back to CU1 topology in case of RLF on the link towards CU2’s topology, which was from CU1 topology and originally to be forwarded via CU2 topology.
One leftover proposal from last meeting “FFS: For upstream at the boundary node, it is FFS on whether to merge the BAP header rewriting operations/steps for inter-topology routing and inter-topology re-routing.”
Observation 4: In the above proposal 5a case, the routing check is anyway based on the new routing ID. It can be done by implementation to not actually execute the first header rewriting for inter-topology routing in the BAP header content, if the second header rewriting for inter-topology re-routing is needed.
Proposal 5b: For upstream at the boundary node, it is an implementation issue to merge the header rewriting operations/steps for inter-topology routing and inter-topology re-routing, i.e. the “two steps modelling” is still used from specification perspective. 
It means that the header rewriting for the re-routing (e.g., due to BH RLF) of the inter-topology traffic could be executed directly by implementation without performing the intermediate unnecessary header rewriting for the inter-topology routing. 
Furthermore, the “BAP header rewriting based re-routing” is triggered by two conditions: 1) there is available egress link and 2) there is a matched entry in the Header rewriting table for re-routing, it is proposed, 
Proposal 6a: RAN2 to confirm: “Once the “BAP header rewriting based re-routing” is triggered, BAP routes the data to the available egress link, if there is a matched entry in the Header rewriting table for re-routing.”
If above proposal 6a is agreed, i.e. header rewriting table configuration is the pre-condition of re-routing, there is no significant difference between “egress link selection first” and “header rewriting first”, in the header rewriting for re-routing case.
Observation 5: If above proposal 6a is agreed, i.e. header rewriting table configuration is the pre-condition of re-routing, there is no significant difference between “egress link selection first” and “header rewriting first”, in the header rewriting for re-routing case.
Proposal 6b: In the header rewriting for re-routing, the egress link selection can be executed before the header rewriting by implementation, i.e. “header rewriting first” modelling is used from specification perspective.
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Figure 5. Example of inter-topology BAP address collision
For the upstream and downstream inter-topology routing as shown in Fig. 5, since the assignment of routing ID (including BAP addresses and path ID) is not pre-coordinated by donor-CUs, different donor-CU may assign the same pseudo addresses for donor-DU2 and IAB-node 4 and use the same path ID for UL/DL traffic (e.g., “X” in Figure 5), which would result in the same previous routing ID. If the rewriting table doesn't distinguish UL and DL, there will be a same previous routing ID mapped to two different new routing IDs in the rewriting table. And the boundary node may map the UL previous routing ID to the routing ID for the DL traffic, which will cause the incorrect forwarding of data.
Observation 6: The ingress/previous routing ID used in CU1 topology for upstream and the ingress/previous routing ID used in CU2 topology for downstream may collide.
Proposal 7a: The header rewriting for inter-topology routing should have separate tables for upstream and downstream respectively (considering the ingress routing ID collision).
Then, we need to discuss the need of separate header rewriting table for inter-topology routing and re-routing.
Observation 7: In upstream, the header rewriting entry for inter-topology routing is always checked for each data, but the header rewriting entry for re-routing should only be checked in case of RLF.
Observation 8: With one merged upstream header rewriting table, one data originally supposed to be routed to CU1 topology (and configured with header rewriting for inter-topology re-routing entry) will be erroneously determined as/executed the “header rewriting for inter-topology routing” and routed to CU2 topology, due to header rewriting entry match, even when there is no RLF.
	· For upstream at the boundary node, for any received data from lower layer:
· We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 
· The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.


Due to the reasons given in Observation 7 and 8, it is proposed, 
Proposal 7b: In upstream, the header rewriting for inter-topology routing and re-routing should have separate tables, or use specific indicator on the entry for re-routing.
Proposal 7a and 7b shows that the separate rewriting tables for inter-topology upstream routing, inter-topology downstream routing, and inter-topology re-routing, respectively, need to be configured in the boundary node. This can be further summarized as following three tables in total:
#1: Inter-topology into Intra-topology Header rewriting table 
· i.e. inter-topology routing ID -> intra-topology routing ID;
· This also covers the re-writing for UL re-routing from CU2 routing ID to CU1 routing ID, in the proposal 5a case (See proposal 9 also).
#2: Intra-topology into Inter-topology Header rewriting table
· i.e. intra-topology routing ID -> inter-topology routing ID;
#3: Header rewriting table of re-routing
· i.e. intra-topology routing ID ->new routing ID;
· This covers the rewriting for UL of intra-CU inter-donor-DU re-routing (CU1 routing ID to CU1 routing ID), and the rewriting for UL of inter-CU re-routing (CU1 routing ID ->CU2 routing ID).

Proposal 7c: In total, following 3 header rewriting tables can be configured to boundary node (or use explicit indictors to separate the entry): 
#1: Inter-topology into Intra-topology Header Rewriting Table (inter-topology routing ID -> intra-topology routing ID);  
#2: Intra-topology into Inter-topology Header Rewriting Table (intra-topology routing ID -> inter-topology routing ID);
#3: Header Rewriting Table of Re-routing (intra-topology routing ID ->new routing ID). 
We demonstrate the above 3 type of rewriting tables given in Proposal 7c through the example shown in Fig. 4, in which each distinct color of path indicates that the boundary node uses a different type of rewriting table to rewrite the BAP header of the traffic going through this path. It is seen that the boundary node performs the header rewriting for 4 types of inter-topology traffic going through 4 different colors of path, by using the proposed 3 type of rewriting tables. 
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Figure 6. Head rewriting for inter-topology upstream routing, downstream routing, and re-routing
In addition, the BAP address collision for two IAB nodes in different topologies (e.g., IAB node 4 and IAB node 2 in Fig. 5) may make bearer mapping ambiguous, so we propose, 
Observation 9: The BAP address of node in different topology may collide, which makes the Prior-Hop BAP Address/Next-Hop BAP Address in bearer mapping table ambiguous.
Proposal 8: In the bearer mapping table configured at the boundary node, the Prior-Hop BAP Address/Next-Hop BAP Address should be unambiguously indicated on whether it is the node of inter-topology or intra-topology. 
2.4 Overall BAP procedure
Based on the above proposals and the option 1 in Proposal 3, we give the overall BAP procedure.
Proposal 9: RAN2 to use the below BAP procedure/modelling:
RX side: Deliver to upper layer check=>perform header rewriting (using table #1), if it is inter-topology traffic.
TX side: Determination of the inter-topology traffic:
· if Yes, perform header rewriting (using table #2) for inter-topology and the routing table check:
-  if the next hop is available, send to the egress link;
-  if not available:
·    -  perform header rewriting for re-routing (using table #1), send to the alternative egress link.
· if No, routing table check for intra-topology traffic:
-  if the next hop is available, send to the egress link;
-  if not available:
·    -  perform header rewriting for re-routing (using table #3), send to the alternative egress link. 
3. Conclusion
In this contribution, we aim to address the leftover issues for BAP header rewriting based (re)routing. It is proposed, 
Observation 1: In downstream, the header rewriting is determined by the condition that the ingress link is inter-topology and data will not be delivered to upper layer, which makes it sensible to be performed at RX side.
Observation 2: In upstream, the header rewriting determination has to check the header rewriting table, which makes it sensible to be performed at TX side.  
Observation 3: In mixed topology scenario, where boundary and descendant nodes may have different F1-termination nodes, for further compatibility:
· RX side can perform the header rewriting in case the ingress link is inter-topology, and
· TX side can perform the header rewriting in case the egress link is inter-topology;
Observation 4: In the above proposal 5a case, the routing check is anyway based on the new routing ID. It can be done by implementation to not actually execute the first header rewriting for inter-topology routing in the BAP header content, if the second header rewriting for inter-topology re-routing is needed.
Observation 5: If above proposal 6a is agreed, i.e. header rewriting table configuration is the pre-condition of re-routing, there is no significant difference between “egress link selection first” and “header rewriting first”, in the header rewriting for re-routing case.
Observation 6: The ingress/previous routing ID used in CU1 topology for upstream and the ingress/previous routing ID used in CU2 topology for downstream may collide.
Observation 7: In upstream, the header rewriting entry for inter-topology routing is always checked for each data, but the header rewriting entry for re-routing should only be checked in case of RLF.
Observation 8: With one merged upstream header rewriting table, one data originally supposed to be routed to CU1 topology (and configured with header rewriting for inter-topology re-routing entry) will be erroneously determined as/executed the “header rewriting for inter-topology routing” and routed to CU2 topology, due to header rewriting entry match, even when there is no RLF.
Observation 9: The BAP address of node in different topology may collide, which makes the Prior-Hop BAP Address/Next-Hop BAP Address in bearer mapping table ambiguous.


[bookmark: _GoBack]Proposal 1: In topology redundancy (i.e. DC case), the boundary node will be configured with two BAP addresses, i.e. using a new IE in RRC signalling to configure an additional BAP address by SN.
Proposal 2: It should be explicitly configured to the boundary node on whether a BH link belongs to inter-topology (considering all possible cases e.g. partial migration, topology redundancy with SN/MN as the F1-terminating node).
Proposal 3: RAN2 down-select from the below approaches, for the upstream inter-topology routing at boundary node:
· Option 1: Introduce a “separate routing table/configuration” for upstream inter-topology traffic; [See TP in R2-2201303] 
· Option 2: Use the alternative BAP modelling, i.e. the “header rewriting for inter-topology routing” is after “routing table check”, and is determined based on the selected egress link. [See TP in R2-2201304]
Proposal 4: At the boundary node, the header rewriting is performed at TX side for upstream, and is performed at RX side for downstream.
Proposal 5a: RAN2 confirm that, for upstream at the boundary node, it is supported to “re-route” the data back to CU1 topology in case of RLF on the link towards CU2’s topology, which was from CU1 topology and originally to be forwarded via CU2 topology.
Proposal 5b: For upstream at the boundary node, it is an implementation issue to merge the header rewriting operations/steps for inter-topology routing and inter-topology re-routing, i.e. the “two steps modelling” is still used from specification perspective. 
Proposal 6a: RAN2 to confirm: “Once the “BAP header rewriting based re-routing” is triggered, BAP routes the data to the available egress link, if there is a matched entry in the Header rewriting table for re-routing.”
Proposal 6b: In the header rewriting for re-routing, the egress link selection can be executed before the header rewriting by implementation, i.e. “header rewriting first” modelling is used from specification perspective.
Proposal 7a: The header rewriting for inter-topology routing should have separate tables for upstream and downstream respectively (considering the ingress routing ID collision).
Proposal 7b: In upstream, the header rewriting for inter-topology routing and re-routing should have separate tables, or use specific indicator on the entry for re-routing.
Proposal 7c: In total, following 3 header rewriting tables can be configured to boundary node (or use explicit indictors to separate the entry): 
#1: Inter-topology into Intra-topology Header Rewriting Table (inter-topology routing ID -> intra-topology routing ID);  
#2: Intra-topology into Inter-topology Header Rewriting Table (intra-topology routing ID -> inter-topology routing ID);
#3: Header Rewriting Table of Re-routing (intra-topology routing ID ->new routing ID). 
Proposal 8: In the bearer mapping table configured at the boundary node, the Prior-Hop BAP Address/Next-Hop BAP Address should be unambiguously indicated on whether it is the node of inter-topology or intra-topology. 
Proposal 9: RAN2 to use the below BAP procedure/modelling:
RX side: Deliver to upper layer check=>perform header rewriting (using table #1), if it is inter-topology traffic.
TX side: Determination of the inter-topology traffic:
· if Yes, perform header rewriting (using table #2) for inter-topology and the routing table check:
-  if the next hop is available, send to the egress link;
-  if not available:
·    -  perform header rewriting for re-routing (using table #1), send to the alternative egress link.
· if No, routing table check for intra-topology traffic:
-  if the next hop is available, send to the egress link;
-  if not available:
·    -  perform header rewriting for re-routing (using table #3), send to the alternative egress link. 
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