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1. Introduction
In RAN2#116e, the work item on Enhancements to Integrated Access and Backhaul for NR (eIAB) [1] achieved the significant progress on routing and re-routing enhancements [2], whereby the agreements are captured in the endorsed Running CR for TS38.340 [3]. 
In this contribution, the details of routing and re-routing are discussed on top of the agreements and the Running CR, focusing on the issues which are considered fundamental at this point. 
2. Discussion 
In Rel-17, the routing and re-routing needs to cover various scenarios such as intra-CU/intra-donor-DU (as in Rel-16), intra-CU/inter-donor DU and inter-CU, as depicted in Figure 1. These enhancements would be expected to contribute to more reliable, more flexible and/or lower latency packet transfers in IAB topology(s), while it may introduce additional complexity into BAP routing/re-routing operation. So, it’s desirable to specify common procedure(s) for all scenarios and to minimize scenario-specific procedure(s) as much as possible. In this sense, the most complicated scenario, i.e., inter-CU routing, should be considered first, and then it should be also considered if the procedures for inter-CU rerouting can be applicable (reused) for other scenarios. 
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Figure 1
 Scenarios for routing and re-routing

2.1. Inter-CU routing 
2.1.1. Determination of header rewriting 
2.1.1.1. FFS on modelling in Rx or Tx operation 

In the current Running CR, the determination of header rewriting is placed in the receiving operation, while the following FFS is captured [3]. 

	Editor's Note:
 It can be discussed on whether the determination of header rewriting should be modelled in RX or TX operation.


From the technical point of view, the determination of header rewriting can work regardless of whether it’s modelled in receiving or transmitting operation.  From the specification point of view, however, there are two BAP entities at IAB-MT and the IAB-DU, i.e., “On the IAB-node, the BAP sublayer contains one BAP entity at the MT function and a separate collocated BAP entity at the DU function” [4]. So, the functional dependency should be minimized between the entities as much as possible. 

The determination of header rewriting is observed as more dependency on the transmitting operation. In fact, the outcome of determination of header rewriting does not affect any receiving operation as follows, i.e., the packet is anyway delivered to the transmitting part regardless of whether it’s determined as header rewriting or not [3]. 

	-
else:

-
for the receiving part of the BAP entity at the IAB-DU of boundary IAB-node, if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, and whose BAP path identity of Previous Routing ID matches the PATH field (as specified in sub-clause 5.2.X) or;

-
for the receiving part of the BAP entity at the IAB-MT of boundary IAB-node, if the ingress link is [SCG]:

-
consider the BAP Data Packet for BAP header rewriting;
-
deliver the BAP Data Packet to the transmitting part of the collocated BAP entity.


Then, the outcome is used in the transmitting operation as follows, i.e., the header rewriting is performed only for the packets determined as subject to header rewriting [3]. 

	When the BAP entity has a BAP Data PDU to transmit, the transmitting part of the BAP entity shall:

-
perform the BAP header rewriting operation in accordance with clause 5.2.x, if the BAP Data PDU is considered for BAP header rewriting by the receiving part of the collocated BAP entity;
-
perform routing to determine the egress link in accordance with clause 5.2.1.3;

-
determine the egress BH RLC channel in accordance with clause 5.2.1.4;

-
submit this BAP Data PDU to the selected egress BH RLC channel of the selected egress link.


Observation 1 The outcome of determination of header rewriting has no dependency on the receiving operation but affects the transmitting operation. 
In this sense, it’s preferred that the determination of header rewriting is modelled in Tx operation. It’s FFS whether it’s captured within BAP header rewriting operation (i.e., section 5.2.x in [2]) or a new section. 
Proposal 1 For inter-CU routing, RAN2 should agree that the determination of header rewriting is modelled in the transmitting operation. 
2.1.1.2. FFS on downstream traffic 
With regard to the details on how to determine the need of header rewriting, another FFS is captured for the downstream traffic, i.e., “for the receiving part of the BAP entity at the IAB-MT of boundary IAB-node, if the ingress link is [SCG]: consider the BAP Data Packet for BAP header rewriting” [3]. 

	Editor's Note:
 FFS whether the [SCG] is sufficient to identify the ingress link for inter-topology migration/topology redundancy/RLF recovery, including considering the case of SN as F1-terminating node.


As Editor’s Note clarified, [SCG] may not be applicable to all the cases, e.g., CP/UP separation. So, it’s considered straightforward that the donor explicitly indicates which ingress link, i.e., MCG or SCG, needs the header rewriting operation. 
Proposal 2 For inter-CU routing, RAN2 should agree that the donor configures the IAB-MT which ingress link, i.e., MCG or SCG, the BAP header rewriting is needed. 
2.1.2. Header rewriting operation 
2.1.2.1. FFS on header rewriting configuration 

RAN2#116e discussed the issue of configuration [5] and reached the following agreement with FFS [2]. 

	· Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS


In addition, the current Running CR captures the following FFS [3]. 
	Editor's Note:
 FFS if and how the Header Rewriting Configuration is different for UL and DL, based on the R3 agreement “For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.”


As quoted in section 2.1.1.1, the current Running CR states that “the transmitting part of the BAP entity shall perform the BAP header rewriting operation with clause 5.2.x, if the BAP Data PDU is considered for BAP header rewriting” [3], i.e., the header rewriting is performed in Tx part after the determination of header rewriting. In this case, the header rewriting configuration for downstream is always used at IAB-DU, while one for upstream is only used at IAB-MT.  So, it would be simpler that two header rewriting tables are defined and associated with IAB-DU and IAB-MT respectively, which is similar to the operation for determination of header rewriting. 
Proposal 3 For inter-CU routing, RAN2 should agree that the donor configures the boundary IAB-node with two header rewriting tables, which are used in Tx part of BAP entity at IAB-DU (i.e., downstream) and one at IAB-MT (i.e., upstream) respectively. 
2.1.2.2. FFS on header rewriting operation 

In the current Running CR [3], the header rewriting operation is captured in section 5.2.x which is the same level with the transmitting operation (section 5.2.1) and the receiving operation (section 5.2.2), with the following Editor’s Note. 

	Editor's Note:
 This section can be used to capture how to perform BAP header rewriting, which can be used for the inter-CU routing, inter-CU re-routing and inter-donor-DU re-routing cases. The need/place/details of this section are to be confirmed/revised after RAN2 make clear agreements for all the cases for header rewriting.


As the header rewriting operation is referred in the transmitting operation as quoted in section 2.1.1.1 above, the header rewriting operation should be captured under the transmitting operation, i.e., the section number should be 5.2.1.x. 

Proposal 4 RAN2 should agree that the header rewriting operation is defined under the transmitting operation, i.e., as section 5.2.1.x in BAP specification. 
2.1.3. Routing table selection 
In principle, a donor-CU manages the routing table for its own topology. In inter-CU scenarios, two donor-CUs are involved in the routing at the boundary IAB-node, while it’s assumed these donor-CUs manages their routing tables independently. In this sense, it’s straightforward that the boundary IAB-node is configured with two routing tables which are managed by these donor-CUs separately. 
Proposal 5 RAN2 should agree that the boundary IAB-node is configured with two routing tables, which are managed by a donor-CU and another donor-CU respectively. 

If Proposal 5 is agreeable, it’s worth discussing how the boundary IAB-node selects the routing table applicable to the traffic under routing process.  In inter-CU scenarios, there are two traffic categories; the traffic routed within a topology (like legacy routing; aka, non-concatenated traffic) and the traffic routed across two topologies (aka, concatenated traffic), as depicted in Figure 2. 
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Figure 2
 Applicable routing table in inter-CU scenarios
Considering the routing is performed at Tx part of BAP entity [4], there are three transmission directions (i.e., egress links) regardless of reception sources (i.e., ingress links), as depicted in Figure 2.
It’s observed that the downstream traffic is always subject to the legacy routing table (for Topology#1 in Figure 2), regardless of concatenated or non-concatenated traffic. So, the boundary IAB-node should apply the legacy routing table for the routing of downstream traffic. 
Proposal 6 For downstream packets, RAN2 should agree that the boundary IAB-node always selects the legacy routing table. 
For the upstream traffic, the applicable routing table is different depends on which topology the packet is transmitted.  Considering the concatenated traffic has been header rewritten before the routing process as captured in the current running CR [3] (as quoted in section 2.1.1.1), the boundary IAB-node can select a proper routing table as follows: 
· The legacy routing table (for Topology#1 in Figure 2) is selected for the packet which is NOT header rewritten. 

· The new routing table (for Topology#2 in Figure 2) is selected for the packet which is header rewritten. 
Once a proper routing table is selected, the packet is processed by the existing routing procedure [4]. 
Proposal 7 For upstream packets, RAN2 should agree that the boundary IAB-node selects either the legacy routing table or the new routing table, depending on the packet under routing process has been header rewritten. 
2.2. Inter-CU re-routing and inter-donor-DU re-routing
2.2.1. Condition for header rewriting based re-routing operation 
In the current Running CR [3], the following FFS for the condition for re-routing with header rewriting is captured. 
	Editor's Note:
 FFS if the above “Header Rewriting Configuration [for re-routing] is configured” should be changed as “if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, whose BAP path identity of Previous Routing ID matches the PATH field”.


In our understanding, this issue is related to whether the header rewriting table for re-routing (i.e., inter-CU re-routing and inter-donor-DU re-routing) is separated from one for routing (i.e., inter-CU routing). The header rewriting for routing is done before the routing procedure, while the header rewriting for re-routing is performed after the routing procedure [2]

 REF _Ref88760367 \w \h 
[3]. In other words, the header rewriting for routing should be based on the header rewriting table for routing, while the header rewriting for re-routing should be based on the header rewriting table for re-routing. If the same header rewriting table is assumed, the boundary IAB-node may be confused by whether an old Routing ID is header rewritten before or after the routing procedure, i.e., for routing or for re-routing. In this sense, the header rewriting table for re-routing should be separated from one for routing. 
Observation 2 The header rewriting operation for routing is done before the routing procedure based on a header rewriting configuration for routing, while the header rewriting operation for re-routing is performed after the routing procedure based on a header rewriting configuration for re-routing. 
Another issue is whether the header rewriting table for inter-CU re-routing and inter-donor-DU re-routing need to be separated. It may be worth considering that the same header rewriting table can be used for both inter-CU re-routing and inter-donor-DU re-routing since these scenarios are both for re-routing. It’s also assumed that both inter-CU re-routing and inter-donor-DU re-routing are only subject to upstream traffic. So, the header rewriting table for re-routing does not need to distinguish between upstream and downstream, unlike the discussion in section 2.1.2.1 above.

However, there may be some differences from the routing-related configuration point of view, since inter-CU re-routing is due to RRC Reestablishment towards different IAB-donor, i.e., different topology, at this point [6] (i.e., a transient state), while inter-donor-DU re-routing just changes the destination BAP address to different IAB-donor-DU within the same topology (i.e., a static state). So, it should be left as FFS for now, until further agreements can be reached. 
Based on the consideration above, at least the header rewriting table for re-routing should be defined, which is separated from the header rewriting table for routing. 
Proposal 8 RAN2 should agree that the header rewriting table(s) for inter-CU re-routing and inter-donor-DU re-routing is a separate table from one for inter-CU routing. It’s FFS whether a common header rewriting table is applicable to both re-routing scenarios. 
2.2.2. Header rewriting before or after egress link selection 
The current Running CR captures the following FFS [3]. 
	Editor's Note:
 The above can be revised, if RAN2 agree to perform header rewriting after egress link selection, for the header rewriting based UL re-routing case.


The egress link selection is performed within the routing procedure [4] and the header rewriting operation is assumed to be done before the routing procedure [3], i.e., the egress link selection is currently separated from the header rewriting operation. So, it’s complicated if these processes are mixed up. 

In addition, RAN2#116e agreed for intra-topology (i.e., inter-donor-DU re-routing), the pre-condition of BAP header rewriting for re-routing is as in Rel-16, i.e., no condition with egress link selection, as follows [2]. 
	Intra topology

· For Upstream, The pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF, congestion or type2 indication, etc.), as in R16.


It’s not reasonable if a different pre-condition is considered for the header rewriting on inter-CU re-routing. So, the agreement above should be applied to both inter-donor-DU re-routing and inter-CU re-routing. 

Proposal 9 RAN2 should agree that the egress link selection is done within the routing procedure as in Rel-16, i.e., the header rewriting is performed before the egress link selection. 

In our understanding, the benefit of egress link selection before header rewriting is to avoid the case when the packet fails to be re-routed after header rewriting. In other words, it’s unclear whether the packet, which is header rewritten, requires further header rewriting if inter-CU re-routing or inter-donor-DU re-routing fails, i.e., how many times the header rewriting is applied to a packet. It may have some risk for mis-operation and/or complexity if the header rewriting is performed more than once. 
In this scenario, i.e., if inter-CU or inter-donor-DU re-routing fails, it’s assumed that the IAB-node has no link available due to congestion, i.e., by reception of flow control feedback [3]. In this case, the packet would be sent via the egress link which recovered from congestion earlier. So, it’s preferable the packet should have the choice of either the old Routing ID or the new Routing ID depending on the recovered egress link. 
Given the discussion above, one possible way is to consider whether the header can be reverted, i.e., from the new Routing ID to the old Routing ID, when the header rewriting based re-routing fails. In this way, the packet can go back to the original condition, i.e., with the old Routing ID in its header, and be processed from the beginning of transmitting operation of BAP entity. It means the routing is performed again for this packet, and the re-routing may be performed again if the routing fails. 
Proposal 10 RAN2 should discuss if the header should be reverted when the header rewriting based re-routing (i.e., inter-CU re-routing or inter-donor-DU re-routing) fails. 
2.2.3. Modelling of header rewriting based re-routing 

In Rel-16, the routing and rerouting are modelled within the routing process, i.e., the rerouting follows the routing, as below [4]. 
	-
else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:
-
select the egress link corresponding to the Next Hop BAP Address of the entry;
[…]

-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;


In the current running CR, the header rewriting based re-routing applies the same modelling, i.e., which follows Rel-16 rerouting [3],.
	-
else if the Header Rewriting Configuration [for re-routing] is configured and at least one egress link is available:

-
perform the BAP header rewriting operation in accordance with clause 5.2.x;

-
if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:
-
select the egress link corresponding to the Next Hop BAP Address of the entry;


As shown in above (highlighted in yellow), Rel-16 routing and Rel-17 header rewriting based re-routing have the same text, i.e., the header rewriting based re-routing can be seen as the routing procedure is performed again. So, it may be considered as a candidate to be simplified. 

As another editorial issue, Rel-16 local rerouting was not clear since the rerouting is done within the routing procedure. So, it may be a possible option to separate the section for re-routing from the routing. 
Proposal 11 RAN2 should discuss how to simplify the modelling of re-routing, just for making the specification cleaner. 
2.3. Summary of enhancements 
If the proposals above are agreeable, an example of unified solution for all scenarios can be depicted as Figure 3 as well as the summary of header rewriting tables and routing table is shown in Table 1. 
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Figure 3
 Summary of routing/re-routing enhancements for all scenarios
Table 1
 Summary of configuration enhancements for all scenarios
	
	Inter-CU routing
	Inter-CU re-routing and 
inter-donor-DU re-routing

	Packet subject to 
	Upstream and Downstream
	Upstream only

	Header rewriting table
*Total 3 or 4 tables
	2 tables: 
- for Tx part in BAP at IAB-DU (DL)
- for Tx part in BAP at IAB-MT (UL)
	1 or 2 table(s): 
- FFS if a common for both re-routing (UL)

	Routing table

*Total 2 tables
	2 tables: (common for routing and re-routing)
- Legacy table, i.e., same as Rel-16 (DL/UL)
- New table for a different topology (UL towards the different topology)


3. Conclusion 
In this contribution, the details of enhancements to routing and re-routing for various scenarios are discussed. The unified solution applicable to all scenarios is suggested.  RAN2 is kindly asked to take into account the observations and proposals below: 
Observation 1
The outcome of determination of header rewriting has no dependency on the receiving operation but affects the transmitting operation.
Proposal 1
For inter-CU routing, RAN2 should agree that the determination of header rewriting is modelled in the transmitting operation.
Proposal 2
For inter-CU routing, RAN2 should agree that the donor configures the IAB-MT which ingress link, i.e., MCG or SCG, the BAP header rewriting is needed.
Proposal 3
For inter-CU routing, RAN2 should agree that the donor configures the boundary IAB-node with two header rewriting tables, which are used in Tx part of BAP entity at IAB-DU (i.e., downstream) and one at IAB-MT (i.e., upstream) respectively.
Proposal 4
RAN2 should agree that the header rewriting operation is defined under the transmitting operation, i.e., as section 5.2.1.x in BAP specification.
Proposal 5
RAN2 should agree that the boundary IAB-node is configured with two routing tables, which are managed by a donor-CU and another donor-CU respectively.
Proposal 6
For downstream packets, RAN2 should agree that the boundary IAB-node always selects the legacy routing table.
Proposal 7
For upstream packets, RAN2 should agree that the boundary IAB-node selects either the legacy routing table or the new routing table, depending on the packet under routing process has been header rewritten.
Observation 2
The header rewriting operation for routing is done before the routing procedure based on a header rewriting configuration for routing, while the header rewriting operation for re-routing is performed after the routing procedure based on a header rewriting configuration for re-routing.
Proposal 8
RAN2 should agree that the header rewriting table(s) for inter-CU re-routing and inter-donor-DU re-routing is a separate table from one for inter-CU routing. It’s FFS whether a common header rewriting table is applicable to both re-routing scenarios.
Proposal 9
RAN2 should agree that the egress link selection is done within the routing procedure as in Rel-16, i.e., the header rewriting is performed before the egress link selection.
Proposal 10
RAN2 should discuss if the header should be reverted when the header rewriting based re-routing (i.e., inter-CU re-routing or inter-donor-DU re-routing) fails.
Proposal 11
RAN2 should discuss how to simplify the modelling of re-routing, just for making the specification cleaner.
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