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1 Introduction
M5/M6/M7 measurements for MR-DC scenario has been the primary discussion topics under Rel-17. Below agreements were made during last meetings regarding these measurements
Agreements:
7	For QoS monitoring related delay reporting to CN, the minimum value between two legs is defined as the total delay measurement M6 over MCG/SCG for split bearers WITH PDCP duplication.
8	For QoS monitoring related delay reporting to CN, the delay estimation coordination (forwarding) between MN and SN is needed for split bearers.
9	For QoS monitoring related delay reporting to CN, the delay estimation coordination (forwarding) between MN and SN is needed for MN terminated SCG bearers and SN terminated MCG bearers.

	For QoS monitoring related delay reporting to CN, ‘weighted average (consider the number of packets) over MN and SN’ is used to calculate the total delay measurement M6 over MCG/SCG for split bearers WITHOUT PDCP duplication.

	RAN2 understanding is that for the accuracy of the result, the M6 result can be indicated with data marker (duplication indicator).

In regards of UL Average PDCP queueing delay, below agreements are relevant:
Agreements:
1	For MN terminated SCG bearer and SN terminated MCG bearer, the terminated node, e.g., MN in case of MN terminated SCG bearer,configures the configuration to UE.


1	For non-duplication and duplication case, a single D1 is calculated. 

2	The following method is used for configuring D1 in case of split bearer: only one node can configures D1 to UE, and UE reports D1 to corresponding node where configuration is received;

Furthermore, below agreements were made regarding M5/M7 measurements
1   MN and SN can calculate  M7 measurement in the DU respectively when split bearer is used.
2   From RAN2’s perspective,  indication of duplication status is beneficial to be included for M5/M7 measurement in split bearer

In this contribution, we discuss some problems raised by the agreements and share observations and proposals to solve them.
2 [bookmark: _Ref178064866]Discussion
2.1 M6 measurement related
2.1.1 Total RAN delay computation
During RAN2#116, the following was agreed.
RAN2 understanding is that for the accuracy of the result, the M6 result can be indicated with data marker (duplication indicator).
This agreement needs further discussion as how to represent ‘duplication indicator’ for the M6 measurement varies in different scenarios. 
Scenario-1 : When PDCP duplication is not enabled for the entire duration of M6 measurement period (weighted average)
It was agreed in RAN2#113 meeting that in split-bearer scenario, for non-duplicated PDCP packets, weighted averaging is used.
	For QoS monitoring related delay reporting to CN, ‘weighted average (consider the number of packets) over MN and SN’ is used to calculate the total delay measurement M6 over MCG/SCG for split bearers WITHOUT PDCP duplication. 
The above agreement to measure the delay for non-duplicated PDCP packets is mapped to the Equation (1). 

If the PDCP duplication is not enabled for the entire duration of M6 measurement period, then equation (1) provides the total RAN delay. 
[bookmark: _Toc92700279]When the PDCP duplication is not enabled for the entire duration of M6 measurement period, then equation (1) provides the total RAN delay.

Scenario-2 : When PDCP duplication is enabled for the entire duration of M6 measurement period (minimum value)
In addition, for duplicated PDCP packets the minimum value between two legs is used to measure the delay of duplicated packets.
	For QoS monitoring related delay reporting to CN, the minimum value between two legs is defined as the total delay measurement M6 over MCG/SCG for split bearers WITH PDCP duplication. 

The above agreement to measure the delay for duplicated PDCP packets is mapped to the Equation (2).

If the PDCP duplication is enabled for the entire duration of M6 measurement period, then equation (2) provides the total RAN delay. 
[bookmark: _Toc92700280]When the PDCP duplication is enabled for the entire duration of M6 measurement period, then equation (2) provides the total RAN delay.

Scenario-3 : When PDCP duplication is enabled for part of the duration of M6 measurement period and for the rest of the duration it is not enabled.
When the PDCP duplication is enabled for only part of the duration of M6 measurement period, then neither equation (1) nor equation (2) provides the complete RAN delay. Consider the scenario shown in Figure-1. It is a quite plausible implementation that in a measurement period PDCP duplication is activated (green packets)/deactivated (blue and yellow packets) per packet as shown in the following schematic example.
[image: ]
Figure 1. Schematic view of PDCP packet duplication in a DC scenario with split bearer. Duplication is activated only for packets #4, #5 and #7, intermittently.
[bookmark: _Toc92700281]It is a quite plausible implementation that PDCP duplication being activated per packet level and intermittently, i.e., PDCP duplication is active in some packets while being deactivated for some other packets in the same delay measurement window.
In such a scenario, representing a ‘duplication indicator’ for the M6 measurement is not straight forward. The intention of introducing the ‘duplication indicator’ is to enable the OAM to compute the total RAN delay and in this scenario the total RAN delay can be calculated as per Equation (3)

Therefore, to enable the calculation of the total RAN delay at the TCE/OAM level we think a finer definition of the duplication indication is needed. In our understanding, and according to the formula (1-3) the percentage of the packets sent over MCG (i.e., ) and SCG (i.e., ) as well as duplicated packets (i.e., ) are needed to be known to effectively calculate the above total delay at the TCE/OAM.
[bookmark: _Toc92700282]To calculate the total delay accurately in scenario-3, the following information are needed:
1) Number of duplicated packets sent to UE during measurement period 
[bookmark: _Toc92700283]2) Number of non-duplicated packets sent through MCG during measurement period.
[bookmark: _Toc92700284]3) Number of non-duplicated packets sent through SCG during measurement period.
[bookmark: _Toc92700285]When  is ZERO, then it is an implicit indication that the duplication was not enabled for the entire duration of the M6 measurement period.
Furthermore, since CU-UP has information regarding all these packet duplication, it is responsible for forwarding the duplication information to the OAM. Hence, we have the following proposal.
[bookmark: _Toc92204865]For M6 measurements to allow the OAM to calculate total RAN delay according to the agreed formula, CU-UP forwards the duplication information to the TCE. The information contains (granularity being per DRB):
1) Number of PDCP duplicated packets sent to the UE during measurement period.
2) Number of non-duplicated packets sent through the MCG during measurement period.
3) Number of non-duplicated packets sent through the SCG during measurement period.
2.1.2 D1 measurement related issue
For D1 measurements, it was agreed that node holding the PDCP entity would configure the UE with D1 measurements. Thus, for MN terminated MCG and SCG bearers, only MN can configure the UE to perform D1 measurements. Similarly, for SN terminated MCG and SCG bearers, only SN can configure the UE to perform D1 measurements.
[bookmark: _Toc92700286]For D1 measurements in DC scenario, it was agreed that node holding the PDCP entity (i.e., terminating point) configures the UE with D1 measurement configuration.
 However, in 38.331, there is a restriction on configuring a UE to report uplink delay measurement reports.
[bookmark: _Toc60776867][bookmark: _Toc76423153]5.5.2	Measurement configuration
[bookmark: _Toc60776868][bookmark: _Toc76423154]5.5.2.1	General
The network applies the procedure as follows:
-	to ensure that, whenever the UE has a measConfig associated with a CG, it includes a measObject for the SpCell and for each NR SCell of the CG to be measured;
-	to configure at most one measurement identity across all CGs using a reporting configuration with the reportType set to reportCGI;
-	to configure at most one measurement identity per CG using a reporting configuration with the ul-DelayValueConfig;









[bookmark: _Toc92700287]According to the section 5.5.2.1 of TS 38.331, UE can be configured to report at most one D1 measurement per cell group.
In the following, we describe a scenario, where these principles breach the current restriction on the number of D1 measurement configuration per cell group (highlighted above). In management-based MDT, MN and SN receives independent MDT configuration (including M6 measurements) from the OAM and hence they can configure the UE independently with D1 measurements. No form of coordination is required between MN and SN before configuring the UE. 
In the example scenario shown in Figure 2, the UE is connected to both MN and SN and has two MCG bearers as following:
1. One MN terminated MCG bearer (solid blue line)
2. One SN terminated MCG bearer (dashed blue line)
[image: ]
Figure 2: Simultaneous D1 configurations from MN and SN when UE is configured with one MN terminated MCG bearer and one SN terminated MCG bearer. Control plane signalling is shown by green colour.
Hence, MN can select the UE and configure it with an ul-DelayValueConfig, for the MN terminated MCG bearer.
In addition, SN can also configure the UE with an ul-DelayValueConfig, for SN terminated MCG bearer.
Thus, potentially the UE receives two ul-DelayValueConfig for MCG bearers, which according to current standards is not allowed.
[bookmark: _Toc92700288]Taking the current agreement into account (i.e., PDCP terminating point configures the UE with D1 measurements), the UE may be configured with multiple D1 measurement configurations for a cell group, that is contradicting the current TS 38.331 section 5.5.2.1.
Below alternatives can be used to solve the above mentioned problem:
2.1.1.1 UE Centric solution:
One possible UE centric solution is to remove the restriction from the specification that only one ul-DelayValueConfig can be configured per cell group. If UE can be configured with multiple ul-DelayValueConfig, the problem does not arise. In order to reduce the overhead, it can be restricted that one node can configure at most one ul-DelayValueConfig for a particular cell group.
[bookmark: _Toc92700289]To impolement the current agreement (i.e., PDCP terminating point configures the UE with D1 measurements), the UE may be configured with multiple D1 measurement configurations for a cell group. To reduce the overhead, it can be restricted that one node can configure at most one ul-DelayValueConfig for a given cell group.
2.1.1.2 Network Centric Solution
There are two alternatives for network-based solution as mentioned in follows:
Alt-1:
The first alternative is to revert the agreement that node where the bearer is terminated configures the UE with D1 measurement configuration.  Instead, the node where the RLC entity is terminated can configure the UE. i.e. SN configures all SCG bearer and MN configures all MCG bearer.
For example, in the aforementioned scenario in Figure 1, if SN can configure all SCG bearer and MN can configure all MCG bearer irrespective of the PDCP termination type, the principle that UE would receive only one D1 measurement configuration for a given cell group is preserved without any additional complexity/requirements.
[bookmark: _Toc92700290]If the node where the RLC entity is terminated, i.e. MN for all MCG bearers and SN for all SCG bearers, configures the UE with D1 measurement configuration, the principle that UE can be configured with at most one D1 measurement configuration for a given cell group is preserved.
Alt-2:
Another network centric alternative is to enable coordination between MN and SN before configuring the UE. In the solution, in DC scenario, network nodes can co-ordinate amongst themselves before configuring the UE with D1 measurement configuration.
In 38.331, a framework for Inter-node RRC messages has been standardized. The below solution utilizes the existing framework, thus incurs minimal implementation on the network side.

 
Figure 3: Co-ordination between MN and SN when SN receives an MDT measurement including M6 measurements.
As shown in the Figure 3, the signaling flow is as follows:
1) SN receives a management based MDT configuration and needs to configure the UE.
2) SN requests MN using CG-Config IE as part of existing Xn messages.
3) MN sends a confirmation or rejection in CG-ConfigInfo IE also as part of existing Xn message.
4) If MN confirms, SN configures the UE with D1 measurement, otherwise SN refrains from configuring the UE.
On the other hand, if MN receives such configuration from OAM, it can configure the UE without coordinating with SN. If at a later stage, SN also wants to configure the same UE, it may request MN and MN can reject such request from SN. However, other form of co-ordination can be FFS.
[bookmark: _Toc92700291]Two different network centric solutions can be considered: 
a) Each node configures D1 measurements for its respective bearer types, e.g., MN configures all MCG bearers and SN configures all SCG bearers.
b) MN and SN can co-ordinate and configure the UE with one ul-DelayValueConfig per CG. Details of the co-ordination between MN and SN can be FFS.
2.1.1.3 Analysis of the solutions
In the following, we analyze the advantages and disadvantages of the proposed solutions to have a better overview:
	Solution
	Advantages
	Disadvantages

	UE centric: UE receives multiple D1 measurement configuration per CG
	1) No network impacts.

	1) UE needs to measure and report multiple D1 measurement values per cell group.
2) Below statement of existing specification needs to be removed:

“to configure at most one measurement identity per CG using a reporting configuration with the ul-DelayValueConfig;”

	Network centric (alt-1): Node where RLC is terminated (e.g. MN for SN terminated MCG) configures the UE with D1 measurement configuration
	1) No changes in UE implementation
2) No impact on existing specification
3) Appropriate solution to minimize standard impact given the time constraints

	1) The following RAN2#116-e meeting agreement needs to be reverted.

“For MN terminated SCG bearer and SN terminated MCG bearer, the terminated node, e.g., MN in case of MN terminated SCG bearer, configures the configuration to UE.”

	Network centric (alt-2): Network nodes coordinate to ensure single D1 measurement configuration per CG at the UE
	1) No UE impacts.

	1) Additional network co-ordination required.
2) Either  RAN2 impacts: CG-Config and CG-ConfigInfo are transmitted over Xn using existing RAN3 messages.
3) Or RAN3 impact, using explicit IEs over Xn interface




We kindly ask RAN2 to discuss the benefits and disadvantages of the proposed solutions and reach agreements on the most acceptable one. Provided the time constraint for finalizing the Rel 17, we propose to choose an option with minimum standard impact.

[bookmark: _Toc92204866]
RAN2 to discuss the following solutions and decide on the most appropriate solution considering the time constraint in finalizing Rel 17. 
a. [bookmark: _Toc92204867]UE receives multiple D1 measurement configuration per CG.
b. [bookmark: _Toc92204868]Node where RLC is terminated (e.g. MN for SN terminated MCG) configures the UE with D1 measurement configuration.
c. [bookmark: _Toc92204869]Network nodes coordinate to ensure single D1 measurement configuration per CG at the UE.

[bookmark: _Toc92204870]Provided the time constraint in finalization of Rel 17, we propose to choose a solution among the following solutions with minimum standard impact.
d. [bookmark: _Hlk92205643]Update the specification to enable the UE receiving multiple D1 measurement configurations per CG.
e. Node where RLC is terminated (e.g. MN for SN terminated MCG) configures the UE with D1 measurement configuration.
f. Network nodes coordinate to ensure single D1 measurement configuration per CG at the UE.

2.2	M5 measurements related
In RAN2#116-e meeting it was agreed that the M5 measurements (i.e., throughput measurements) would be performed by the DU and sent to TCE. It was also agreed that duplication status indicator would also be sent to the TCE.
3	At least for OAM observability, MN and SN can calculate  M5 measurement in the DU respectively when split bearer is used. 
7   From RAN2’s perspective,  indication of duplication status is beneficial to be included for M5/M7 measurement in split bearer


Based on the agreements from RAN2#113 meeting concerning M6 measurements calculation at RAN node for the purpose of QoS monitoring at core network, the percentage of the packets that are duplicated/non-duplicated shall be calculated by RAN node, and in our view CU-UP is a suitable node to measure the percentage of the duplicated/non-duplicated packets.
[bookmark: _Toc92700292]In split bearer configurations, for delay measurement computation for the purpose of QoE monitoring at CN, the CU-UP monitors the percentage of packets that were duplicated and percentage of packets that were not duplicated.
If the CU-UP shares this information with the OAM, then the OAM can use this information to compute the overall throughput based on the throughput measurements received from the MN DU and the SN DUs. In the following, we provide an example of how throughput can be calculated in OAM given the proposed information are present.
For split-bearer scenario, MN DU and SN DU could forward the individual throughput to the TCE. At the same time, CU-UP could forward the packet duplication information (percentage of overall duplicated packets for the measurement period) to the TCE. 
Equipped with these three pieces of information, OAM can calculate total throughput for the bearer using below formula:


Where,  is the total calculated throughput for a split-bearer,
 is MN throughput reported by MN-DU,
 is SN throughput reported by SN-DU,
 is the percentage of duplicated packet reported by CU-UP.
 is the percentage of non-duplicated packet reported by CU-UP i.e., these packets were sent either via MN or via SN only.
We provide examples below to exemplify how throughput can be computed using the above formula.
Consider a scenario where MN-DU has reported throughput to be 100 Mbits/s and SN-DU has reported it as 50 Mbits/s i.e.:



1) Case 1: No duplication.
In this case .
= 150 Mbits/s
This is reasonable as the UE receives unique packets from both MN and SN. Therefore, the overall throughput on this split bearer is the sum of the throughput on the MN side and the throughput on the SN side.

2) Case 2: Full duplication
This case ,
And the calculated throughput
= 100 Mbits/s
This is reasonable as the UE receives duplicated packets from both MN and SN. Therefore, the overall throughput on this split bearer is the maximum throughput on the MN and SN. 

3) Case 3: Some duplication
Assume 25% duplication, i.e. ,
And the calculated throughput
= 137.5 Mbits/s
This is also reasonable as the UE receives few duplicated packets from both MN and SN. Therefore, the overall throughput on this split bearer is the maximum throughput on the MN and SN for the duplicated packets and for the rest, it is the sum of the throughputs on the MN leg and SN leg. 

Based on the above, OAM would require the following parameters to compute the total throughput in the case of split bearer configuration in dual connectivity scenarios.
1) Throughput during the measurement period as reported by MN DU.
2) Throughput during the measurement period as reported by SN DU.
3) Percentage of packets for which duplication was enabled during the measurement period as reported by CU-UP.

[bookmark: _Toc85559689][bookmark: _Toc92700293]Total throughput can be computed by the OAM with the following information.
a. [bookmark: _Toc85559690][bookmark: _Toc92700294]Throughput during the measurement period as reported by MN DU.
b. [bookmark: _Toc85559691][bookmark: _Toc92700295]Throughput during the measurement period as reported by SN DU.
c. [bookmark: _Toc85559692][bookmark: _Toc92700296]Percentage of packets for which duplication enabled during the measurement period as reported by CU-UP.
[bookmark: _Toc92111857][bookmark: _Toc92204871]For throughput measurements (M5) in split bearer configurations, CU-UP indicates to the OAM the number of packets sent over MN and SN along with the percentage of the duplicated packets, to allow to calculate the total throughput.
2.3	M7 measurements
Packet loss rate measurements comprise of both Uu and F1 loss rates for DL and UL transmissions. For UL transmissions, packet loss rates can be calculated at CU-UP. However, for DL packets, CU-UP lacks the knowledge of transmitted/lost packets and hence this is calculated in DUs. Each DU can calculate packet loss rate and send individual values to TCE along with some indication of duplication information. Like M5 measurements, TCE can compute packet loss rates with the provided information.
Based on the agreements from RAN2#113 meeting concerning M6 measurements calculation at RAN node for the purpose of QoS monitoring at core network, the percentage of the packets that are duplicated/non-duplicated shall be calculated by RAN node, and in our view CU-UP is a suitable node to measure the percentage of the duplicated/non-duplicated packets. If the CU-UP shares this information (that is already available at RAN for the purpose of M6 measurement for QoE monitoring at CN) with the OAM, then the OAM can use this information to compute the overall packet loss rate based on the packet loss rate measurements received from the MN DU and the SN DUs.
In following, we provide an example of how packet loss rate can be calculated in OAM given that the proposed information (percentage of duplicated and non-duplicated packets) are provided by CU-UP to the OAM.
Packet loss rate measurement includes the following two packet loss rate components.
1) Uu packet loss rate which is the total number of packets that were not sent/received to/from the UE in DL/UL by the DU. In a split bearer deployment, packets are sent from both MN and SN. 
2) F1-U/X2/Xn packet loss rate. Again, here also there will be two components one each for MN and SN.
Based on the above, the OAM receives four different measurements associated to packet loss rate for a split bearer scenario and on top of this the OAM can receive additional information from the CU-UP using which the OAM can derive the overall packet loss rate for the split bearer. Consider the following example.
In total 1000 packets were sent by the CU-UP of which 100 packets were duplicated. Amongst the 900 remaining packets, 50 packets were sent over MN (low band cell with small bandwidth) and 850 packets were sent over SN (high band cell with large bandwidth). Now, MN reports a Uu packet loss rate of 2% and the SN reports a Uu packet loss rate of 1% during the measurement period. 
Based on all the above information, one could calculate the total packet loss rate as follows.
· Probability of losing a duplicated packet = 2%*1% =  0.02%

Therefore, the overall packet loss rate is (9.502/1000)*100%= 0.9502%
Thus, to calculate the overall Uu packet loss rate in a split bearer scenario, the OAM would require the following measurements.

1) MN gNB-DU Uu packet loss rate
2) SN gNB-DU Uu packet loss rate 
3) Number of duplicated packets during the measurement period
4) Number of non-duplicated packets sent over MN
5) Number of non-duplicated packets sent over SN 

[bookmark: _Toc85559683][bookmark: _Toc92700297]To calculate the overall Uu packet loss rate in a split bearer scenario, the OAM would require the following measurements:
1) [bookmark: _Toc85559684][bookmark: _Toc92700298]MN gNB-DU Uu packet loss rate
2) [bookmark: _Toc85559685][bookmark: _Toc92700299]SN gNB-DU Uu packet loss rate 
3) [bookmark: _Toc85559686][bookmark: _Toc92700300]Number of duplicated packets during the measurement period
4) [bookmark: _Toc85559687][bookmark: _Toc92700301]Number of non-duplicated packets sent over MN
5) [bookmark: _Toc85559688][bookmark: _Toc92700302]Number of non-duplicated packets sent over SN.
[bookmark: _Toc92111859][bookmark: _Toc92204872]For the packet loss rate measurements in split bearer configurations, CU-UP indicates to the OAM the number of packets sent over MN and SN along with the number of duplicated packets to allow the latter to calculate total packet loss rate.
Conclusion
In the previous sections we made the following observations: 
Observation 1	When the PDCP duplication is not enabled for the entire duration of M6 measurement period, then equation (1) provides the total RAN delay.
Observation 2	When the PDCP duplication is enabled for the entire duration of M6 measurement period, then equation (2) provides the total RAN delay.
Observation 3	It is a quite plausible implementation that PDCP duplication being activated per packet level and intermittently, i.e., PDCP duplication is active in some packets while being deactivated for some other packets in the same delay measurement window.
Observation 4	To calculate the total delay accurately in scenario-3, the following information are needed: 
1) Number of duplicated packets sent to UE during measurement period
2) Number of non-duplicated packets sent through MCG during measurement period.
3) Number of non-duplicated packets sent through SCG during measurement period.
Observation 5	When  is ZERO, then it is an implicit indication that the duplication was not enabled for the entire duration of the M6 measurement period.
Observation 6	For D1 measurements in DC scenario, it was agreed that node holding the PDCP entity (i.e., terminating point) configures the UE with D1 measurement configuration.
Observation 7	According to the section 5.5.2.1 of TS 38.331, UE can be configured to report at most one D1 measurement per cell group.
Observation 8	Taking the current agreement into account (i.e., PDCP terminating point configures the UE with D1 measurements), the UE may be configured with multiple D1 measurement configurations for a cell group, that is contradicting the current TS 38.331 section 5.5.2.1.
Observation 9	To impolement the current agreement (i.e., PDCP terminating point configures the UE with D1 measurements), the UE may be configured with multiple D1 measurement configurations for a cell group. To reduce the overhead, it can be restricted that one node can configure at most one ul-DelayValueConfig for a given cell group.
Observation 10	If the node where the RLC entity is terminated, i.e. MN for all MCG bearers and SN for all SCG bearers, configures the UE with D1 measurement configuration, the principle that UE can be configured with at most one D1 measurement configuration for a given cell group is preserved.
Observation 11	Two different network centric solutions can be considered:  a) Each node configures D1 measurements for its respective bearer types, e.g., MN configures all MCG bearers and SN configures all SCG bearers. b) MN and SN can co-ordinate and configure the UE with one ul-DelayValueConfig per CG. Details of the co-ordination between MN and SN can be FFS.
Observation 12	In split bearer configurations, for delay measurement computation for the purpose of QoE monitoring at CN, the CU-UP monitors the percentage of packets that were duplicated and percentage of packets that were not duplicated.
Observation 13	Total throughput can be computed by the OAM with the following information.
a. Throughput during the measurement period as reported by MN DU.
b. Throughput during the measurement period as reported by SN DU.
c. Percentage of packets for which duplication enabled during the measurement period as reported by CU-UP.
Observation 14	To calculate the overall Uu packet loss rate in a split bearer scenario, the OAM would require the following measurements:
1)MN gNB-DU Uu packet loss rate
2) SN gNB-DU Uu packet loss rate
3) Number of duplicated packets during the measurement period
4) Number of non-duplicated packets sent over MN
5) Number of non-duplicated packets sent over SN.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For M6 measurements to allow the OAM to calculate total RAN delay according to the agreed formula, CU-UP forwards the duplication information to the TCE. The information contains (granularity being per DRB): 1) Number of PDCP duplicated packets sent to the UE during measurement period. 2) Number of non-duplicated packets sent through the MCG during measurement period. 3) Number of non-duplicated packets sent through the SCG during measurement period.
Proposal 2	RAN2 to discuss the following solutions and decide on the most appropriate solution considering the time constraint in finalizing Rel 17.
1. Update the specification to enable the UE receiving multiple D1 measurement configuration per CG.
1. Node where RLC is terminated (e.g. MN for SN terminated MCG) configures the UE with D1 measurement configuration.
1. Network nodes coordinate to ensure single D1 measurement configuration per CG at the UE.
Proposal 3	Provided the time constraint in finalization of Rel 17, we propose to choose a solution with minimum standard impact.
Proposal 4	For throughput measurements (M5) in split bearer configurations, CU-UP indicates to the OAM the number of packets sent over MN and SN along with the percentage of the duplicated packets, to allow to calculate the total throughput.
Proposal 5	For the packet loss rate measurements in split bearer configurations, CU-UP indicates to the OAM the number of packets sent over MN and SN along with the number of duplicated packets to allow the latter to calculate total packet loss rate.
[bookmark: _In-sequence_SDU_delivery]
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