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Introduction
According to the RAN plenary #92e decision, the objective of Rel-17 NR UDC WI is as following.
	The objective is to specify NR UDC:
· Taking LTE UDC mechanism as baseline where appropriate:
· Support UDC for NR SA scenario:
· the signaling and procedures enabling operator control of the DEFLATE-based solution;
· the PDCP PDU format and PDCP procedures supporting UDC solution in NR PDCP;
· pre-defined dictionary (including standard and operator defined), corresponding signaling and procedures.


The RAN2 #116e also agreed to have one email discussion to align companies’ understanding on which parts of the UDC function will follow LTE specification directly and which parts shall be adapted based on NR characteristics. The summary of the email discussion is provided in [2] by rapporteur. 
In this paper, we would like to provide our view on the remaining issues and enhancement specific for NR UDC. 
Discussion
In the RAN2 #116e post meeting email discussion [2], whether UDC continuity can be supported in NR or not was discussed, and one proposal was made by rapporteur that is to support UDC continuity in NR.
In our view, we observe some benefits to support UDC continuity for better uplink resource utilization in NR system. The compression ratio/state is maintained and the whole feature should be configurable by network. The mechanism should be similar to the RoHC continuity. However, we believe that it may be beneficial for only limited scenario, i.e., intra-gNB-CU and inter-gNB-DU handover case. For the other scenarios, the specification complexity should be taken into account. Given the limited TU and specification simplicity, we propose UDC continuity is supported in the intra-gNB-CU and inter-gNB-DU handover case, similar to the drb-ContinueROHC, the related field description can also be applied to UDC continuity configuration. Thus, we have following proposal.
Proposal 1: If UDC continuity is supported in NR, UDC continuity is supported in the intra-gNB-CU and inter-gNB-DU handover case only. Similar to the drb-ContinueROHC, the field description of UDC continuity should have ‘This field is configured only in case of resuming an RRC connection or reconfiguration with sync, where the PDCP termination point is not changed and the fullConfig is not indicated.’

Enhancement of PDCP control PDU for UDC feedback
In current NR system, RLC entity is responsible for detecting the missing RLC PDU by using the t-Reassembly timer at the receiving side. For RLC AM, the RLC entity recovers the loss RLC SDU or RLC SDU segment through the RLC ARQ mechanism. The difference between NR RLC and LTE RLC is that the receiving side of NR RLC entity will deliver the complete RLC SDU to the PDCP once the NR RLC successfully receives or reassembles the complete RLC SDU. In LTE, LTE RLC AM will hold the RLC SDU until everything comes in-sequence and LTE RLC is able to provide the in-sequence delivery to the PDCP. The LTE PDCP won’t take care about the reordering. However, in NR, when NR PDCP receives the (possible) out-of-order PDCP PDU, a reordering window, i.e., t-Reordering timer, is maintained in the NR PDCP to ensure the in-sequence PDCP SDU delivery to the upper layer. In short, NR PDCP and RLC mange the in-sequence delivery and missing packet detection function separately while the similar mechanisms are integrated into LTE RLC alone. 
With the analysis above, it is possible that the receiving side of PDCP entity may not get all the PDCP PDU in-sequence in the PDCP reordering window when the t-Reordering timer expires. In some cases, the RLC layer retransmission may take relative long time to recover the loss RLC SDU or SDU segment due to the bad channel conditions or frequent beam recovery. Sometimes this situation can come with Dual Connectivity mode of two or more RLC entities delivering the packets to PDCP entity, and one link is going through scheduling delays or RLC ARQ compared to other links, from PDCP perspective. When RLC recovers the missing RLC SDU and delivers to PDCP, the PDCP reordering window may be already moved forward. The PDCP must drop such (late) recovered RLC SDUs due to outside of the window even all the PDCP PDUs can be recovered by the RLC AM. 
In the practical NR network, the similar phenomenon can be also observed given the timer setting in PDCP and RLC may be not suitable. In the real field configuration, reordering timer in PDCP is just 2 to 3 times of RLC reassemble timer. While RLC AM is trying to recover the missing PDUs with the ongoing scheduling delays in ReTx, PDCP window might have moved due to Reordering timer expiry.
Ciphering and Integrity verification functionalities are specific to individual packet, which helps NR PDCP to decode PDUs without any inter-dependency. In Deflate based UDC, if the previous PDCP PDU are lost, the current PDCP PDU may not be able to successfully decompress. There can be multiple times UDC getting failure with t-Reordering expiry with missing PDCP PDU outside of the reordering window.
Observation 1: It is possible that RLC AM retransmission may not be completed when PDCP reordering timer expires in the practical network. Thus, missing PDCP PDUs may happen and causes the decompression failure in receiver side, even with all PDUs recovered at RLC AM level.
One can assume that network may increase the t-Reordering to give larger value to allow RLC AM ARQ success but that may cause too much delay from PDB perspective. Alternatively, if network sticks to normal t-Reordering configuration, UDC has to highly rely on the UDC feedback mechanism to trigger the transmitting side to reset the compression buffer.
In current LTE/NR UDC design, the compressor and decompressor desynchronization are based on the checksum calculated on compressor memory. When UDC checksum error is detected, UE shall trigger UDC buffer reset procedure to resynchronize the compression buffer. The PDCP control PDU for UDC feedback with FE bit (set to 1) to indicate the checksum error detected and UE shall reset the compression buffer.
UE shall reset compression buffer for resynchronization once UE receives the PDCP control PDU for UDC feedback packet. Then the first UDC packet should set FR bit to 1 to indicate the UDC compression buffer is reset.
Observation 2: UE reset compression buffer immediately once UE receives the PDCP UDC feedback with FE bit.
Considering phenomenon observed in NR network above, i.e., missing PDCP PDUs may happen and causes decompression failure in receiver side, we give one example to illustrate that current PDCP UDC feedback design may have potential issue for NR in some cases.
Step 1: UE sends PDCP UDC packets starting from SN 0 to network. 
Step 2: Network receives PDCP UDC packets starting from SN 21 and RLC AM handles the SN 0 -20 retransmission via RLC ARQ. The PDCP t-Reordering timer starts.
Step 3: PDCP t-Reordering timer expires. The SN 0 -20 are still under RLC ARQ retransmission. The PDCP UDC packets with SN 21 -100 are delivered for decompression. Assume RX_REORD is 100.
Step 4: Meanwhile, UE continues to send more PDCP UDC packets starting from SN 101. Now, RX_DELIV is updated to 101. UE sent packets from SN 101-200 to Network.
Step 5: Given that the PDCP UDC packet with SN 0 -20 are missing, the decompression is failed. The desynchronization of compressor and decompressor buffer trigger UE to reset the compression buffer at transmitting side. The PDCP control PDU for UDC feedback packet with FE bit is sent to UE. 
Step 6: The receiving side of PDCP may receive the recovered PDCP UDC packets with SN 0 -20. However, PDCP has to drop those packets due to window movement. 
Step 7: Network receives PDCP UDC packets SN 101, SN 151-199 and RLC handles the SN 102 -150 retransmission via RLC ARQ. PDCP t-Reordering timer is started due to missing PDUs between 102 -150.
Step 8: UE receives the PDCP control PDU for UDC feedback packet (from step 5) with FE bit and reset the compression buffer. The PDCP UDC packet with SN 200 onwards will be with new compression buffer (FR bit set to 1). Assume the TX_NEXT is 200.
Step 9: PDCP t-Reordering timer expires again. However, the RLC ARQ still handles the SN 102 -150 retransmission. The PDCP UDC packets with SN 150 - 199 are submitted for decompression. Assume RX_REORD is 199.
Step 10: The decompression is failed again due to lack of SN 102 -150. The desynchronization of the decompression buffer will trigger UE to reset the compression buffer again. The PDCP control PDU for UDC feedback packet with FE bit is sent to UE which is unnecessary. Because UE has already reset the buffer in step 8, starting at SN 200. As long as the receiving side of PDCP receives the PDCP UDC packet with SN 200, the compression and decompression buffer can resynchronization again.


Figure 1 Example flow of unnecessary PDCP control PDU for UDC feedback 
Figure 1 shows the example flow of unnecessary PDCP control PDU for UDC feedback. The receiving side has no idea when can receive the first UDC packet from the reset compression buffer. Because when UE receives the PDCP control PDU for UDC feedback packet with FE bit, there are already many packets over the air causing the SN gap between transmitting side and receiving side. It is not efficient for the whole system only based on the compression failure event to trigger the buffer resynchronization. Furter, there may be other events causing the similar issues, such as, the PDCP control PDU for UDC feedback packet is lost, the PDCP PDU with FR bit (set to 1) is lost or arrived too late and PDCP t-Reordering expiry. 
Observation 3: UE may have to reset the compression buffer unnecessary if PDCP UDC feedback packet does not indicate the missing PDCP PDU SN at which control PDU is triggered.
Given the analysis above, we do believe the enhancement for PDCP control PDU for UDC feedback is needed for NR system. Thus, we have the following proposal.
Proposal 2: RAN2 should discuss the enhancement for PDCP control PDU for UDC feedback, to include the PDCP SN at which the PDCP control PDU is initiated to avoid unnecessary buffer initiations.

Conclusion
We’d recommend RAN2 to discuss and adopt the following proposals:
Proposal 1: If UDC continuity is supported in NR, UDC continuity is supported in the intra-gNB-CU and inter-gNB-DU handover case only. Similar to the drb-ContinueROHC, the field description of UDC continuity should have ‘This field is configured only in case of resuming an RRC connection or reconfiguration with sync, where the PDCP termination point is not changed and the fullConfig is not indicated.’
Observation 1: It is possible that RLC AM retransmission may not be completed when PDCP reordering timer expires in the practical network. Thus, missing PDCP PDUs may happen and causes the decompression failure in receiver side, even with all PDUs recovered at RLC AM level.
Observation 2: UE reset compression buffer immediately once UE receives the PDCP UDC feedback with FE bit.
Observation 3: UE may have to reset the compression buffer unnecessary if PDCP UDC feedback packet does not indicate the missing PDCP PDU SN at which control PDU is triggered.
Proposal 2: RAN2 should discuss the enhancement for PDCP control PDU for UDC feedback, to include the PDCP SN at which the Control PDU is initiated to avoid unnecessary buffer initiations.
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