


3GPP TSG-RAN WG2 Meeting #116bis electronic                       R2-2200699
Online, January 17th – 25th, 2022 

Source: 	ZTE Corporation, Sanechips 
Title: 	Remaining FFSs on CP in IoT NTN 
Agenda Item:	9.2.4
Document for:	Discussion and Decision
1. [bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]For IoT NTN, after the discussion in last RAN2#116e meeting, the remaining issues on CP are indicated in agenda as below:
TAC removal in SIB, NB-IOT: whether TAC list is per PLMN or shared between PLMN, Trigger(s) for reading NTN SIB, Handling of UL Synchronisation validity timer / timer expiry, Need for a mechanism to prevent legacy / non-NTN capable UE to access a NTN cell, Location reporting via RRC, Handling of GNSS fix validity. 
In this contribution, we mainly discuss those issues and the possible solutions.
1. Discussion 
2.1 New SIB
Some agreements about new SIB have been reached in RAN2#116e meeting as following:
The serving cell ephemeris information (used for L1 pre-compensation) is signalled in a new SIB, which is NTN specific. 
The timing information on when a serving cell is going to stop serving the area is broadcast in the same SIB as the ephemeris information.
Update to serving cell ephemeris information does not affect the system information value tag and does not trigger System information modification procedure. How to trigger re-read of this information is FFS. FFS if the UE shall reacquire the new SIB when SI update is triggered.
As indicated by the agreements, the new SIB could include the ephemeris information, common TA information and the timing information on when to stop serving the area of the serving cell. 
Moreover, according to another agreement in below:
For quasi-earth fixed cell, UE should start measurements on neighbour cells before the broadcast stop time of the serving cell, i.e the time when the serving cell stops covering the current area, and the exact time to start measurements (inter and intra-frequency) is up to UE implementation.
We understand IoT UE needs to acquire the timing information on when a serving cell is going to stop serving the area in the new SIB and perform neighbor cell measurement and cell reselection accordingly. As such timing information depends on the cell size and the movement of satellite, it keep unchanged once it is broadcast in a quasi-earth fixed cell. Therefore, IoT UE could acquire the timing information only once, e.g., as early as when UE camps on the quasi-earth fixed cell in idle mode. 
Proposal 1a: For quasi-earth fixed cell, IoT UE needs to acquire the new SIB when UE camps on a cell.
However, for moving cell case, such timing information on when a serving cell is going to stop serving the area isn’t broadcast. Then IoT UE needn’t to acquire it.
Proposal 1b: For moving cell, IoT UE needn’t to acquire the new SIB when UE camps on a cell.
For ephemeris information and common TA information, IoT UE utilizes them to estimate the TA pre-compensation and make sure that they are valid before each time UE triggers RACH. If IoT UE determines the ephemeris information and common TA information invalid according to a validity timer, UE needs to reacquire them. 
RAN1 has had some agreements related to the value of validity timer duration for both serving satellite ephemeris and common TA related parameters for LEO as following:
	Agreement
NTN validity duration is configured per cell and indicated to the UE in X bits with:
· Value range { 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 120, 180, 240, Infinity}
· Unit is second
· FFS (to be resolved in current meeting): Additional values for GEO


As IoT NTN is mainly used for infrequent burst services, for LEO, we assume the interval of the data arrival in IoT UE may be generally longer than most of the validity timer duration values, especially for the UE using CP solution. That may means, after the UE acquires SIB, it may be difficult to maintain the validity of both serving satellite ephemeris and common TA related parameters for several connection/data transmission durations. In other words, if validity timer for these parameters starts “too early”, validity timer expiration during the connection may be likely to occur. Moreover, as IoT UE cannot re-acquire SIB in connected mode, once the validity timer expires during connected mode, UE needs to back to idle to re-acquire SIB. This is obviously undesired and needs to be avoided as much as possible.
Therefore, we think IoT UE needs to reacquire the new SIB including serving satellite ephemeris and common TA related parameters before RACH. 
Proposal 2: For LEO, IoT UE needs to acquire the new SIB before UE triggers RACH.
According to the analysis for Proposal 1a and Proposal 1b, we can assume the new SIB is not an essential system information for IoT UE or UE could camp on an IoT NTN cell without the new SIB or UE doesn’t need to always keep the latest version of such SIB. On the other hand, as the information in this new SIB is needed for UE to estimate the TA pre-compensation when it accesses the network, the IoT UE should acquire the valid new SIB every time it initiates a RRC establishment procedure.
Proposal 3a: The new SIB is not an essential system information for IoT UE.
Proposal 3b: IoT UE should check the valid new SIB every time it initiates a RRC establishment procedure.

2.2 TAU
After discussion in previous meetings, the only remaining issue for TAU is as following:
System information update notification procedure is not used to inform TAC updates, at least for TAC additions (FFS removals).
In last meeting, whether system information update notification procedure shall be used to inform TAC removals has been discussed [1]. The reason for some companies to support using system information update notification procedure to inform TAC removal is that the failure to notify TAC removal may cause paging missing. On the other hand, some companies think system information update notification for this purpose would cause more UE power consumption. As only a few UEs in special cases needs to know TAC removal, the benefit of applying system information update notification procedure for notifying TAC removal may be marginal.
For moving cell scenario, it is unavoidable for UE to select to a new cell and acquire its SIB every a while, such as a maximum of 132.38 seconds. With DRX cycle, the modification period is minimum 40.96 s and maximum 131,072 s. As a result, for IoT UE, when it camps on a moving cell, UE may only need to acquire SIB update once to realize the TAC removal. Such process would not increase UE power consumption obviously and it’s beneficial to avoid paging missing.
Proposal 4: System information update notification procedure is used to inform TAC removal in IoT NTN.

2.3 TN/NTN NW identification
In RAN2#116e meeting, the following agreement has been made:
It is feasible to use the legacy barring bit to block legacy UEs, and it is possible to have a new bit that assumes the functionality of the old bit. It is FFS if it is needed to use the barring bit or whether other mechanism can be assumed (new band etc).
Based on RAN4 approved CR[3], it has been agreed to define new frequency band for IoT NTN, e.g. n255 and n256 as NR NTN specific frequency band. It means that if a cell uses n255 or n256 frequency band, it will support NR NTN.
Although RAN4 has not started the IoT NTN work yet, we assume that IoT NTN in RAN4 will follow the NR NTN agreement and define new frequency band(s) for IoT NTN. Same as NR NTN, if RAN4 defines new frequency bands for IoT NTN, a cell supporting IoT NTN would use the new frequency band. 
Moreover, freqBandIndicator IE is already included in SIB1 of TS36.331 and it has been specified in TS36.331 that the UE will consider the cell as barred if UE does not support the frequency band indicated in the freqBandIndicator. Hence, if RAN4 defines new frequency bands for IoT NTN, the legacy UE considers an IoT NTN cell as barred and doesn’t camp on it.
Observation 1: If RAN4 defines new frequency bands for IoT NTN, the legacy UE considers an IoT NTN cell as barred and doesn’t camp on it based on the freqBandIndicator in SIB1.
Proposal 5: Wait for RAN4 definition for IoT NTN frequency band(s) to decide whether to introduce a new barring bit for IoT NTN.

2.4 Location reporting
For NR NTN, the lasted agreement in RAN2 is as below:
· RAN2 understanding is that with any option we select we will not transfer a finer UE location during initial access than what already agreed about the coarse UE location 
We further learn that there is no consensus about UE’s location reporting for NR NTN in both RAN2 and SA2. So we suggest before a further agreement is reached for NR NTN, IoT NTN can suspend the related discussion.
Proposal 6: For UE’s location reporting, IoT NTN waits for a further agreement in NR NTN.

2.5 UL synchronization
· UL synchronization validity
For IoT NTN, the issue of loss of UL synchronization has been discussed. The related agreements in RAN1 are as below:
	Agreement:
RAN1 has discussed the following aspects and leaves it up to RAN2 to specify UE behaviour related to expiry of UL synchronization validity timer and determine which of the following aspects are to be specified: 
· Mechanisms for UE to declare loss of UL synchronization including mechanisms for UL synchronization recovery procedure when UL synchronization is lost if UL synchronization validity timer expires in RRC_CONNECTED 
· It is up to RAN2 to specify this new behaviour for connected UE within RLF set of procedures or a new procedure for re-acquiring satellite ephemeris
· Mechanism for UL synchronization includes re-acquiring the satellite ephemeris and common TA parameters if indicated on SIB
· A new clause of RLF for loss of UL synchronization if validity timer for UL synchronization expires assuming a new re-interpretation of RLF set of procedures is specified for recovery of UL synchronization with re-acquisition of satellite ephemeris and common TA parameters if indicated 
· Potential additional RACH after re-acquisition of satellite ephemeris and common TA parameters if indicated for the UL synchronization recovery procedure in case of potential residual TA error.
· If validity timer for UL synchronization expires and no UL synchronization recovery mechanisms specified as above, UE behaviour shall declare RLF and go into idle mode autonomously to re-acquire ephemeris SIB. UE will then need to re-access the cell via Random Access procedure.
· UE signalling to indicate the validity timer for UL synchronization is about to expire.

Agreement
A single validity duration for both serving satellite ephemeris and common TA related parameters is broadcast on the SIB.
 Agreement
Validity timer for UL synchronization should be started/restarted with configured timer validity duration at the epoch time of the assistance information.
 Agreement
Validity timer duration is configured per cell and indicated to the UE in X bits with:
· Value range {5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 120, 180, 240}
· Unit is second
· FFS Additional values for GEO


In last RAN2 meeting, this topic has been discussed in the scope of User Plane impact. Companies firstly discussed the the validity timer maintenance issue, e.g., whether UE and NW should have a common understanding of UE’s validity timer status. Some companies suggest to let UE report its validity timer status to the network. And based on the UE report, eNB could keep alignment with UE about UE’s validity timer status and stop scheduling when UE’s validity timer expires. However, we and some other companies think this may be impractical. Firstly, per our understanding, it's very doubtful whether the UE can find a suitable enough timing to send the reporting. Considering the large propagation delay between UE and NW and the potential retransmission, UE may send the reporting too early or too late. Moreover, it’s also possible for eNB to determine the possible case of losing UL synchronization based on unsuccessful uplink reception by itself, similarly as legacy losing UL synchronization. Therefore, we think the UE reporting of validity timer status is unnecessary.
Proposal 7: UE reporting of validity timer status is not introduced.
Another issue on how UE recovers from UL synchronization loss when UL synchronization validity timer expires in RRC_CONNECTED has been touched during email discussion but no agreement is achieved. It has been postponed to this meeting. 
Based on the above mentioned RAN1 agreements and also the RAN2 contributions, the following options are summarized in [3] that may facilitate a UE in connected mode to acquire SIB and recover UL synchronization after expiration of UL synchronization validity timer:
· Option 1: UE triggers RLF based on a new RLF timer (e.g., t317) for synchronization recovery. 
· Option 2: UE re-acquires the SIB and triggers RACH procedure to recover from UL out of synchronization.
· Option 3: UE explicitly notifies the network about the expiry of validity timer and the network will release the UE to RRC_IDLE state.
For Option 1, it has less impact on specification except introducing a new trigger for RRC reestablishment. However, once an RRC reestablishment procedure is triggered, UE still needs to suspend all RB, reset MAC and so on. Before an RRC reconfiguration message is received and RB is re-established, the transmission is suspended. Moreover, for NB-IoT UEs using CP solution, even S1/NG setup can be avoided, the procedure to request the MME to authenticate the UE's re-establishment request is unavoidable. Hence, Option 1 brings with large service interruption for UE.
Moreover, such “fake” triggering of RLF may have negative impacts on the network performance statistics.
Observation 2: To trigger RLF and RRC reestablishment procedure brings with large interruption.
For Option 3, the gNB is expected to release UE to idle state for acquiring SIB. Per our understanding, it's very doubtful whether the UE can find a suitable enough timing to send such explicit notification about the expiry of validity timer. Considering the mobility of UE and the prediction error, the expiration of validity timer may not be able to strictly align with the actual time when UL synchronization is lost. Then it may be possible that UE is already out of sync when it decides to send such notification. This will cause that the gNB cannot receive the notification and therefore cannot release UE. Moreover, the RRC connection release and the following setup procedure may lead to the release and setup of S1/NG connection and also bring with large service interruption.
Observation 3: Due to the unreliable reporting from UE, network may not be able to trigger a RRC release procedure as expectation. And the RRC connection release and the following setup procedure also bring with large service interruption.
In the email discussion in last meeting, more companies show their preference on Option 2. As we understand the UL out of synchronization caused by the expiration of validity timer is very similar as the legacy UL out of synchronization caused by the expiration of TA timer, e.g., both can lead to the infeasible UL transmission, we also think Option 2 may be a bit more straightforward. The only new requirement is that, after out of sync, UE needs to firstly perform UL synchronization recovery procedure in NTN, e.g., to acquire the satellite information and common TA parameters from the SIB, perform pre-compensation etc., before it triggers a RACH to network. By this way, the transmission can be recovered as soon as possible. Compared with Option 1, it also needs less interaction between UE and gNB and causes less service interruption.
Proposal 8: For IoT NTN, after validity timer expires, the UE re-acquires the SIB and triggers RACH procedure to recover from UL out of synchronization.

· GNSS validity
In NTN, due to UE’s mobility, GNSS information may turn invalid. In this case, UE needs to re-acquire GNSS. The related RAN1 agreements are as below:
	Agreement
Send LS to RAN2 to take the following RAN1 agreements into consideration to specify the aspects related to GNSS position validity:
· For sporadic short transmission, UE in RRC_CONNECTED should go back to idle mode and re-acquire a GNSS position fix if GNSS becomes outdated 
· The UE autonomously determines its GNSS validity duration X and reports information associated with this valid duration to the network via RRC signalling.
· X = {10s, 20s, 30s, 40s, 50s, 60s, 5 min, 10 min, 15 min, 20 min, 25 min, 30 min, 60 min, 90 min, 120 min, infinity}
· Note: The duration of the short transmission is not longer than the “validity timer for UL synchronization” referred to in the WID objective (but which still needs further discussion for specifying further details)


As mentioned in 36.763, GNSS TTFF can be at least 1~2s in case of Hot start. The time for GNSS TTFF is so long that IoT UE may loss DL synchronization after acquiring GNSS position fix. It is unreasonable to keep IoT UE in connected mode after acquiring GNSS position fix. Hence, a RLF or release procedure can be considered after GNSS becomes outdated. Compared with RRC release, RRC reestablishment brings with less interruption time. Therefore, a RLF is preferred.
Moreover, if a RLF is triggered due to invalid GNSS, IoT UE has to re-acquire a GNSS position fix during RRC reestablishment procedure. According to 36.331, the maximum value of T301 is 10s for eMTC and 120s for NB-IoT. Those values are large enough for RRC reestablishment procedure to include the action of re-acquiring a GNSS position fix. Hence, it’s no need to extend the value of T301. 
Proposal 9: A RLF is triggered after GNSS becomes outdated.
[bookmark: _GoBack]RAN1 has an agreement that the reporting information about GNSS validity duration can be sent from UE to network. We think the intention is not so clear. We tend to understand that it may be to let eNB determine the timing when IoT UE needs to re-acquires a GNSS position fix based on such information. Then eNB may take some actions (no clear idea on what the action is). However, as IoT UE couldn’t determine how long the connection will last and also cannot predict whether loss of GNSS validity may occur during connected mode, if such report is supported, we assume every IoT UE has to report the information in advance, e.g., in Msg3 or Msg5, in case that GNSS becomes outdated during the connection mode. Before we can know exactly what necessary actions the eNB is going to take, we think it is unnecessary and burdensome for the eNB to maintain such a timer for each IoT UE. 
Furthermore, considering that most of IoT UE may finish the transmission before GNSS becomes outdated, such timer maintenance for these UEs would be completely useless. 
Finally, if proposal 9 can be agreed, as UE can trigger RLF as soon as GNSS becomes outdated, the need for eNB to take action may be further reduced. Even for RLF triggered by UE, we also cannot see the need for eNB to distinguish RLF triggered by invalid GNSS or other RLFs, e.g., the one triggered by bad channel. We assume eNB could process as legacy. 
[bookmark: translation_sen_id-3]Therefore, from RAN2 point of view, the reporting brings much complexity to eNB and UE and no benefit can be seen. We don’t think such report is needed. 
Proposal 10: No need to introduce reporting for GNSS validity duration.

2.6 NAS timer
RAN2 has received an LS [4] from CT1 asking about feasibility of the current NAS supervision timer as following:
	In the SA2 study on 5GSat it was concluded for KI#3 (Delay in satellite) that NAS supervision timers need to be extended to handle the additional delay added at satellite access compared to existing NG-RAN. It was also captured in the study that final determination of extended timer values is left for stage 3. In the analysis of NAS timer extension at satellite access, CT1 would need additional information from RAN2 to determine possible updates to normative stage 3 specification.
As the NAS supervision timers control triggering of NAS message re-transmission and determination of NAS procedure failure, updated timing for NAS message transport in AS compared to current NG-RAN needs to be considered. Therefore, CT1 would appreciate answers to the following questions:
· For all satellite access types (LEO, MEO, GEO) where AS timing is updated, what is the worst-case delay in AS for transport of NAS messages via satellite access, including potential delays due to GNSS fix acquisition:
1) For initial NAS messages in the UL direction;
2) For non-initial NAS messages in the UL direction; and
3) For NAS messages in the DL direction.



In NR NTN, this LS has been discussed in RAN2 and the reply LS [5] has been sent to CT1 that includes the approximate formulas for deriving the corresponding delay values, as following:
	Responding with definite delays is not easy as there are many aspects that can contribute to the overall delay, but RAN2 will attempt to give some approximate values with some simplifications. For the analysis, RAN2 assumes round trip time (RTT) values provided in TR 38.821 Table 4.2-2 for LEO and GEO. Further, RAN2 assumes the following approximate formulas when deriving the corresponding delay values
initial NAS message in uplink without GNSS impact
(N_initialaccessexchange + N_retransmissionfactor)*RTT
non-initial NAS message in uplink without GNSS impact
formula (N_sr-bsr + 0.5 + N_retransmissionfactor)*RTT
NAS message in DL without GNSS impact
(0.5 + N_retransmissionfactor)*RTT
where N_initialaccessexchange is RTT impact related to initial access and value used is 2.5 and N_sr-bsr is RTT impact related to scheduling request related procedures and the value applied is 2. For GNSS impact, there are three different states, namely hot, warm, and cold, from which the UE may start to perform a first fix. The time to acquire a GNSS fix or time to first fix (TTFF) may depend on GNSS receiver implementation. RAN2 has assumed certain example values such that from a cold state, the GNSS fix can take up to 100 s, from a warm state – 50 s and from hot start – 2 s.


We agree that the similar issue needs to be discussed in IoT NTN and also think similar evaluation as that for NR NTN is needed for IoT NTN. In the following paragraph, we will take the approximate formulas in NR NTN as reference and try to give the evaluation on corresponding delay values for IoT NTN.
One important thing is that we should notice the difference between IoT NTN and NR NTN, e.g., IoT NTN supports the repetition transmission in uplink and downlink. Hence, the corresponding delay values in IoT NTN would be larger than NR NTN.
#Case 1: initial NAS message in uplink without GNSS impact
For initial NAS message in uplink delay without GNSS impact, using the similar method as NR NTN and considering the repetition transmission, the procedure in IoT NTN can be illustrated as following:
[image: ]
Figure 1. Delays due to UE needing to perform random access to send the UL NAS message
Hence, the potential delays can be calculated as:
T_initial_uplink = T_preamble + T_PDCCH*3 + T_PDSCH*2 + T_PUSCH*2 + N_initialaccessexchange*RTT + N_retransmissionfactor*(T_PDCCH+ T_PUSCH+RTT)
as above, the retransmission delay includes the PUSCH retransmission, PDSCH retransmission as well as retransmission during RACH. And in order to simplify the formula, PUSCH retransmission time represents the retransmission time during RACH and PDSCH retransmission. And the N_initialaccessexchange is equal to 2.5.
For NB-IoT NTN, the maximum value of the repetition number is 128 for NPRACH and NPUSCH, and 2048 for NPDCCH and NPDSCH, so
T_initial_uplink_NBIoT = 10624 + (N_initialaccessexchange+N_retransmissionfactor) *RTT + 2176*N_retransmissionfactor
For eMTC NTN, the maximum value of the repetition number is 128 for PRACH, 256 for MPDCCH, 2048 for MPUSCH, and MPDSCH, so
T_initial_uplink_eMTC = 9088 + (N_initialaccessexchange+N_retransmissionfactor) *RTT + 2304*N_retransmissionfactor

#Case 2: non-initial NAS message in uplink without GNSS impact
For non-initial NAS message in uplink without GNSS impact, using the similar method as NR NTN and considering of the repetition transmission, the procedure can be illustrated as following:
[image: ]
Figure 2. Delays due to SR-BSR procedures
Hence, the potential delays can be calculated as:
T_noninitial_uplink = T_preamble + T_PDCCH*2 + T_PUSCH*2 + (N_sr-bsr+0.5)*RTT + N_retransmissionfactor*(T_PDCCH+T_PUSCH+RTT)
where the N_sr-bsr2.
For NB-IoT NTN, the maximum value of the repetition number is 128 for NPRACH and NPUSCH, and 2048 for NPDCCH and NPDSCH, so
T_noninitial_uplink_NBIoT = 4480 + (N_sr-bsr+0.5+N_retransmissionfactor)*RTT + 2176*N_retransmissionfactor
For eMTC NTN, the maximum value of the repetition number is 32 for MPUCCH, 256 for MPDCCH, 2048 for MPUSCH, so
T_noninitial_uplink_NBIoT = 4640 + (N_sr-bsr+0.5+N_retransmissionfactor)*RTT + 2304*N_retransmissionfactor

#Case 3: NAS message in DL without GNSS impact
For NAS message in DL without GNSS impact, using the similar method as NR NTN and considering of the repetition transmission, the procedure can be illustrated as following:
[image: ]
Figure 3. Delays due to eNB to send the DL NAS message
Hence, the potential delays can be calculated as:
T_noninitial_downlink = T_PDCCH + T_PDSCH + 0.5*RTT + N_retransmissionfactor*(T_PDCCH+T_PDSCH+RTT)
For NB-IoT NTN, the maximum values of the repetition number are 2048 for NPDCCH and NPDSCH, so
T_noninitial_downlink_NBIoT = 4096*(1+N_retransmissionfactor) + (0.5+N_retransmissionfactor)*RTT
For eMTC NTN, the maximum values of the repetition number are 256 for MPDCCH and 2048 for MPDSCH, so
T_noninitial_downlink_NBIoT = 2304*(1+N_retransmissionfactor) + (0.5+N_retransmissionfactor)*RTT

In summary, we provide in the table below the values for GEO and LEO with best and worst case estimates without GNSS fix time.
Table 1
	
	
	N_retransmissionfactor
	Delays without GNSS for NB-IoT
	Delays without GNSS for eMTC

	Initial NAS message in uplink
	LEO (600 km)
RTT = 26 ms
	0
	10.689 s
	9.153 s

	
	
	16
	45.921 s
	46.433 s

	
	GEO (35768 km)
RTT = 542 ms
	0
	11.979 s
	10.443 s

	
	
	16
	55.467 s
	55.979 s

	Non-Initial NAS message in uplink
	LEO (600 km)
RTT = 26 ms
	0
	. s
	4.705s

	
	
	4
	13.353s
	14.025 s

	
	GEO (35768 km)
RTT = 542 ms
	0
	5.835 s
	5.995 s

	
	
	4
	16.707 s
	17.379 s

	NAS message in downlink
	LEO (600 km)
RTT = 26 ms
	0
	4.109 s
	2.317 s

	
	
	4
	20.597 s
	11.637 s

	
	GEO (35768 km)
RTT = 542 ms
	0
	4.367 s
	2.575 s

	
	
	4
	22.919 s
	13.959 s


Proposal 11: RAN2 send response LS to CT1 and include the delay results for IoT NTN.
3. Conclusion
Based on the discussion we make the following observation:
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]Proposal 1a: For quasi-earth fixed cell, IoT UE needs to acquire the new SIB when UE camps on a cell.
Proposal 1b: For moving cell, IoT UE needn’t to acquire the new SIB when UE camps on a cell.
Proposal 2: For LEO, IoT UE needs to acquire the new SIB before UE triggers RACH.
Proposal 3a: The new SIB is not an essential system information for IoT UE.
Proposal 3b: IoT UE should check the valid new SIB every time it initiates a RRC establishment procedure.

Proposal 4: System information update notification procedure is used to inform TAC removal in IoT NTN.

Observation 1: If RAN4 defines new frequency bands for IoT NTN, the legacy UE considers an IoT NTN cell as barred and doesn’t camp on it based on the freqBandIndicator in SIB1.
Proposal 5: Wait for RAN4 definition for IoT NTN frequency band(s) to decide whether to introduce a new barring bit for IoT NTN.

Proposal 6: For UE’s location reporting, IoT NTN waits for a further agreement in NR NTN.

Proposal 7: UE reporting of validity timer status is not introduced.
Observation 2: To trigger RLF and RRC reestablishment procedure brings with large interruption.
Observation 3: Due to the unreliable reporting from UE, network may not be able to trigger a RRC release procedure as expectation. And the RRC connection release and the following setup procedure also bring with large service interruption.
Proposal 8: For IoT NTN, after validity timer expires, the UE re-acquires the SIB and triggers RACH procedure to recover from UL out of synchronization.
Proposal 9: A RLF is triggered after GNSS becomes outdated.
Proposal 10: No need to introduce reporting for GNSS validity duration.

Proposal 11: RAN2 send response LS to CT1 and include the delay results for IoT NTN.
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