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Introduction
During RAN2 #116e meeting, the basic BAP processing was agreed as below:
	· Go with B, including the following: 
- If BAP address matches, deliver to upper layer;
Else:
- If routing ID matches rewriting table, perform the header rewriting;
- perform routing and mapping to BH RLC CH.


However, there are still many left open issues on BAP routing for inter-donor topology routing, such as configuration of the boundary IAB-node, mixed BAP processing for intra- and inter-donor topology traffic, execution of BAP header rewriting, etc. 
In this contribution, we mainly focus on the left-over issues of BAP processing, then present with a full picture of BAP processing in the IAB topology during the lifecycle of downstream/upstream traffic.
Discussion
Configuration
Before discussing the processing at each IAB-node during the lifecycle of downstream/upstream traffic, it is important to understand the configuration of the boundary IAB-node as well as other IAB-node in the topology. 
Inter-donor CU partial migration


Figure 1. inter-donor CU partial migration
Real BAP address of the boundary IAB-node
As defined in [1], boundary IAB-node refers to an IAB-node with one RRC interface terminating at a different IAB-donor CU than the F1 interface. For inter-donor CU partial migration, the RRC interface of boundary IAB-node is terminated at IAB-donor CU2, while the F1 interface of boundary IAB-node remains terminating at IAB-donor CU1. During IAB-MT migration from IAB-donor CU1 to IAB-donor CU2, RRC configuration of the boundary IAB-node need to be reconfigured and updated by IAB-donor CU2, including BAP address, other information in bap-config, e.g. default UL BAP routing information, etc. Hence, there’s only one set of RRC configuration at the boundary IAB-node before and after partial migration.
During partial migration, the BAP address of boundary IAB-node (i.e. IAB-node 2) will not be conflicted with other BAP addresses in IAB-donor CU2’s topology (i.e. IAB-donor DU2, IAB-node 3). However, it is possible that the new BAP address of boundary IAB-node conflicts with other IAB-nodes in IAB-donor CU1’s topology (i.e. IAB-donor DU1, IAB-node 1, IAB-node 4). 
Observation 1: [bookmark: O1]During inter-donor CU partial migration, BAP address and other BAP configurations are reconfigured by IAB-donor CU2. There’s only one BAP address at the boundary IAB-node. The new BAP address of the boundary IAB-node may conflict with other IAB-nodes in IAB-donor CU1’s topology.
Pseudo-BAP address for upstream traffic
For upstream traffic, to (re)route packets to IAB-donor DU2, the BAP address of IAB-donor DU2 should be added in the BAP header, as well as the path ID in CU2’s topology.
Considering there’s no assumption that IAB-donor CU1 and IAB-donor CU2 coordinate the BAP configuration with each other, IAB-donor CU1 cannot include IAB-donor DU2’s real BAP address in BAP configurations in F1AP messages. Hence, upstream traffic generated in the boundary IAB-node and its descendant IAB-nodes cannot add IAB-donor DU2’s real BAP address as DESTINATION in the BAP header. To reroute packets to CU2’s topology in upstream, a pseudo-BAP address is considered to represent IAB-donor DU2 as the destination. To avoid BAP address collision between pseudo-BAP address configured for IAB-donor DU2 with other IAB-nodes in CU2’s topology, the pseudo-BAP address and pseudo-path identity for IAB-donor DU2 are configured by IAB-donor CU2. 
Proposal 1: [bookmark: P1]The target IAB-donor CU configures its IAB-donor DU with a pseudo-BAP address to successfully route upstream traffic to target IAB-donor DU.
Recalling the F1 termination of the boundary IAB-node remains at IAB-donor CU1, the pseudo-BAP address and path identity then need to be forwarded to source IAB-donor CU, so that such information can be configured to boundary IAB-node in BAP header rewriting table. 
Proposal 2: [bookmark: P2]The target IAB-donor CU forwards the configured pseudo-BAP address to the source IAB-node.
As a new BH link is established between the boundary IAB-node (i.e. IAB-node 2) and new parent in IAB-donor CU2’s topology (i.e. IAB-node 3), F1 configuration should also be updated, including BH Routing Configuration, BAP layer BH RLC CH Mapping Configuration. New routing ID(s), egress BAP address/BH RLC CH ID, etc will be added and updated by IAB-donor CU1 to the boundary IAB-node, representing BH link between IAB-node 2 and IAB-node 3.
As agreed in RAN2 #114e meeting, a new mapping table between old routing ID and new routing ID is introduced for BAP header rewriting:
	· Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS


During partial migration, the BAP header rewriting table should also be configured via F1AP.
Observation 2: [bookmark: O2]During inter-donor CU partial migration, BH Routing Configuration, BH RLC CH Mapping Configuration and Header Rewriting Configuration will be updated/configured.
Proposal 3: [bookmark: P3]To the boundary IAB-node, the source IAB-donor CU 1) reconfigures BAP Routing configuration of IAB-DU at the boundary IAB-node with entries corresponding to “pseudo-BAP address” and new path identity; 2) configures new entries with mapping between old routing ID to new routing ID (with pseudo-BAP address) in header rewriting mapping configuration.
Pseudo-BAP address for downstream traffic
During RAN2 #114e meeting, it was agreed that:
	This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.


Considering IAB-donor DU2 also no information about real BAP addresses of descendant IAB-node of the boundary IAB-node which used in CU1’s topology. For those descendant IAB-nodes in CU1’s topology, pseudo-BAP addresses are considered, which are known by IAB-donor CU2. These pseudo-BAP addresses should also be updated as new entries of BAP configuration at IAB-node of CU2’s topology via F1AP, so that the right egress link, Next Hop BAP address, egress BH RLC CH ID can be selected properly. To avoid collision with other real destination BAP addresses in CU2’s topology, the pseudo-BAP addresses of descendant IAB-node in CU1’s topology are configured by IAB-donor CU2.
Proposal 4: [bookmark: P4]For downstream traffic, during inter-donor CU partial migration, the target IAB-donor CU:
a. Configures pseudo-BAP addresses to ancestor IAB-nodes of the boundary IAB-node in target topology, representing descendant IAB-nodes of the boundary IAB-node and path in the source topology
b. reconfigures BAP Routing configuration of IAB-DU in the target topology with entries corresponding to “pseudo-BAP address”.
For downstream traffic, pseudo-BAP address is added in the BAP header. The egress BH link and egress BH RLC channel ID can be selected by each IAB-node in CU2’s topology by using the corresponding entry with pseudo-BAP address which matches the DESTINATION BAP Address in the BAP header of the downstream packets. 
For the boundary IAB-node, as agreed in RAN2 #114e meeting:
	· For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link.


To successfully delivery downstream traffic to each IAB-node in CU1’s topology, a BAP header rewriting table containing the mapping between real BAP address and pseudo-BAP address of descendant IAB-nodes are proposed to be configured at the boundary IAB-node. The boundary IAB-node will first compare and decide whether the received packet is of its own. If not, for routing traffic, if DESTINATION BAP address in the BAP header matches the pseudo-BAP address in the BAP header rewriting table, this traffic is identified as CU1’s concatenated traffic via CU2’s topology, and BAP header rewriting is performed. 
Proposal 5: [bookmark: P5]To successfully deliver downstream traffic to CU1’s concatenated traffic via CU2 to its destination (e.g. descendant IAB-node of boundary IAB-node), following configurations and procedures are proposed:
a. The target IAB-donor CU forwards pseudo-BAP addresses of descendant IAB-nodes of the boundary IAB-node to the source IAB-donor CU via Xn interface
b. The source IAB-donor CU configures a BAP header rewriting table to the boundary IAB-node, containing the mapping between real and pseudo-BAP address of those descendant IAB-nodes.
c. The boundary IAB-node performs BAP header rewriting according to the configured BAP header rewriting table if DESTINATION field in the BAP header does not match with boundary IAB-node’s BAP address and also matches one of the pseudo-BAP addresses in the BAP header rewriting table.
d. The boundary IAB-node selects the egress BH ink and egress BH RLC Channel ID corresponding to the real DESTINATION BAP address
To avoid pseudo-BAP address conflicted with BAP address configured for IAB-nodes in source topology (i.e. IAB-donor CU1’s topology), BH Routing Configuration and Header Rewriting Configuration.
Proposal 6: [bookmark: P6]The boundary IAB-node should know the topology of each entry in BH Routing Configuration and Header Rewriting Configuration.
Recalling BH RLF Channel Mapping Configuration contains the mapping between ingress link ID, ingress BH RLC channel ID and egress link ID, egress BH RLC channel ID, the new BH link between boundary IAB-node and new parent in target topology can be separated by different values configured by the source IAB-donor CU (i.e. IAB-donor CU1). Hence, there’s no need to distinguish the topology information of each BH RLC channel in BH RLC channel mapping configuration. 
Proposal 7: [bookmark: P7]There’s no need to distinguish topology for each BH RLC channel in BH RLC Channel Mapping Configuration.
Descendant IAB-nodes
During RAN3 #114e meeting, there’s a discussion related to avoid reconfiguration at descendant IAB-node. From RAN2 point of view, as analyzed above for both upstream and downstream traffic, BAP header rewriting is taken place at the boundary IAB-node. The descendant IAB nodes are not aware of partial migration of the boundary IAB-node. Hence, there’s no need to reconfigure descendant IAB-nodes.
Observation 3: [bookmark: O3]Descendant IAB-nodes of the boundary IAB-node is transparent to the partial migration procedure.
Following shows an example of configuration update of IAB-node 2 inter-donor CU partial migration:


Figure 2. Message flow of inter-donor CU partial migration configuration update
During partial migration of IAB-node 2, the procedure of IAB-MT2’s migration to IAB-donor CU2 is shown as Step 1 to Step 9. Additionally, IAB-donor CU2 sends RRCReconfiguration message to IAB-MT2, which contains the new BAP address of the boundary IAB-node and default UL mapping of IAB-donor CU2’s topology. As IAB-DU2 remains F1 connection with IAB-donor CU1, IAB-donor CU1 should configure the updated F1AP configuration by considering BH link between IAB-node 2 and IAB-node 3, i.e. Step 10. Meanwhile, IAB-donor CU2 also needs to send updated F1AP configuration to IAB-DU3 by considering BH link “IAB-node 2 <-> IAB-node 3”. The RRCReconfiguration message to descendant IAB-node of the boundary IAB-node (i.e. IAB-node 4) will be encapsulated into F1-C message and routed via IAB-donor DU2, as shown in Step 11 to Step 14.
For inter-donor CU topology migration, bap-config to IAB-MT2 is configured by IAB-donor CU2. This also includes BAP address of the boundary IAB-node configured by IAB-donor CU2. For inter-donor CU topology redundancy, IAB-MT2 is now dual-connected with two IAB-donor CUs. The boundary IAB-node has two BAP addresses, one is originally configured by IAB-donor CU1, another is configured/newly added by IAB-donor CU2.
Inter-donor CU topology redundancy


Figure 3. inter-donor CU topology redundancy
Boundary IAB-node
For inter-donor CU topology redundancy, as IAB-MT of the boundary IAB-node is dual-connected with IAB-donor CU1 and IAB-donor CU2, there are two BAP addresses at the boundary IAB-node. One is configured by IAB-donor CU1 without conflicting with other IAB-nodes in IAB-donor CU1’s topology, another is configured by IAB-donor CU2 without conflicting with other IAB-nodes in IAB-donor CU2’s topology. 
Observation 4: [bookmark: O4]The boundary IAB-node of an inter-donor CU topology has two BAP addresses, which are configured by IAB-donor CU1 and IAB-donor CU2, respectively.
However, from BAP processing point of view, there’s no difference between inter-donor CU topology redundancy and inter-donor CU partial migration.
Upstream Traffic BAP Processing
For inter-donor CU partial migration, as agreed in RAN2 #114e meeting:
	· For upstream at the boundary node, for any received data from lower layer:
We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer.


And following context is captured in [1]:
	Upon receiving a BAP Data PDU from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:
-	if DESTINATION field of this BAP Data PDU matches the BAP address, which is configured for this node by the IAB-donor providing this ingress BH RLC channel configuration [(i.e. the one of ingress toplogy)] :
      -	remove the BAP header of this BAP Data PDU and deliver the BAP SDU to upper layers;


The destination BAP address added at the access IAB-node is the real BAP address of IAB-donor DU1. The packet will not be delivered to upper layer although the BAP address of boundary IAB-node might be conflict with the BAP address of IAB-donor DU1. This is because the BAP address of the boundary IAB-node is from a different topology of the ingress link. 
Observation 5: [bookmark: O5]Even if the boundary IAB-node BAP address configured by IAB-donor CU2 conflicts with IAB-donor DU1, the upstream traffic will not be delivered to upper layer, as there’s no BAP address configured by IAB-donor CU1’s topology at boundary IAB-node.
As discussed in section 2.1, BAP header rewriting is only performed at the boundary IAB-node and partial migration is transparent to descendant IAB-nodes of the boundary IAB-node. Hence, the access IAB-node should add the real BAP address of the destination of its own topology.
Proposal 8: [bookmark: P8]For upstream traffic, the access IAB-node should add the real BAP address of the destination of its own topology.
An example of upstream traffic BAP processing is shown in below figure.


Figure 4. BAP processing of upstream traffic of IAB-node 4
Downstream Traffic BAP Processsing
An example of downstream traffic BAP processing is shown in below figure.


Figure 5. BAP processing of downstream traffic of IAB-node 4
Conclusion
In this contribution, we analyzed the configuration update during inter-donor CU partial migration and topology redundancy. We then provided two examples of BAP processing of upstream and downstream traffic.
We propose following observations and proposals:
Observation 1: During inter-donor CU partial migration, BAP address and other BAP configurations are reconfigured by IAB-donor CU2. There’s only one BAP address at the boundary IAB-node. The new BAP address of the boundary IAB-node may conflict with other IAB-nodes in IAB-donor CU1’s topology.
Proposal 1: The target IAB-donor CU configures its IAB-donor DU with a pseudo-BAP address to successfully route upstream traffic to target IAB-donor DU.
Proposal 2: The target IAB-donor CU forwards the configured pseudo-BAP address to the source IAB-node.
Observation 2: During inter-donor CU partial migration, BH Routing Configuration, BH RLC CH Mapping Configuration and Header Rewriting Configuration will be updated/configured.
Proposal 3: To the boundary IAB-node, the source IAB-donor CU 1) reconfigures BAP Routing configuration of IAB-DU at the boundary IAB-node with entries corresponding to “pseudo-BAP address” and new path identity; 2) configures new entries with mapping between old routing ID to new routing ID (with pseudo-BAP address) in header rewriting mapping configuration.
Proposal 4: For downstream traffic, during inter-donor CU partial migration, the target IAB-donor CU:
a. Configures pseudo-BAP addresses to ancestor IAB-nodes of the boundary IAB-node in target topology, representing descendant IAB-nodes of the boundary IAB-node and path in the source topology
b. reconfigures BAP Routing configuration of IAB-DU in the target topology with entries corresponding to “pseudo-BAP address”.
Proposal 5: To successfully deliver downstream traffic to CU1’s concatenated traffic via CU2 to its destination (e.g. descendant IAB-node of boundary IAB-node), following configurations and procedures are proposed:
a. The target IAB-donor CU forwards pseudo-BAP addresses of descendant IAB-nodes of the boundary IAB-node to the source IAB-donor CU via Xn interface
b. The source IAB-donor CU configures a BAP header rewriting table to the boundary IAB-node, containing the mapping between real and pseudo-BAP address of those descendant IAB-nodes.
c. The boundary IAB-node performs BAP header rewriting according to the configured BAP header rewriting table if DESTINATION field in the BAP header does not match with boundary IAB-node’s BAP address and also matches one of the pseudo-BAP addresses in the BAP header rewriting table.
d. The boundary IAB-node selects the egress BH ink and egress BH RLC Channel ID corresponding to the real DESTINATION BAP address
Proposal 6: The boundary IAB-node should know the topology of each entry in BH Routing Configuration and Header Rewriting Configuration.
Proposal 7: There’s no need to distinguish topology for each BH RLC channel in BH RLC Channel Mapping Configuration.
Observation 3: Descendant IAB-nodes of the boundary IAB-node is transparent to the partial migration procedure.
Observation 4: The boundary IAB-node of an inter-donor CU topology has two BAP addresses, which are configured by IAB-donor CU1 and IAB-donor CU2, respectively.
Observation 5: Even if the boundary IAB-node BAP address configured by IAB-donor CU2 conflicts with IAB-donor DU1, the upstream traffic will not be delivered to upper layer, as there’s no BAP address configured by IAB-donor CU1’s topology at boundary IAB-node.
Proposal 8: For upstream traffic, the access IAB-node should add the real BAP address of the destination of its own topology.
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1. IAB node 4 adds the real BAP address of IAB-donor DU1 in the BAP header
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4. Deliver to upper layer of IAB-node 4.
3-1. Identify the traffic is from IAB-donor CU2's topology based on ingress link.
3-2. Perform BAP header rewriting based on Header Rewriting Configuration, as destination BAP address in BAP header is not the same as BAP address of the boundary IAB-node. Destination BAP address in BAP header is rewritten into the real BAP address of IAB-node 4.
3-3. Select the egress link if there’s an entry in BH Routing Configuration with destination BAP address matches IAB-donor DU2's pseudo-BAP address, when it is available.
3-4. Select egress BH RLC channel corresponding to egress BH RLC channel ID of this entry.
2. Perform routing based on the pseudo-BAP address of IAB-node 4.
1. Add pseudo-BAP address of IAB-node 4 in the BAP header as destination BAP address.



