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1. Introduction
In RAN2#115e, the work item on Enhancements to Integrated Access and Backhaul for NR (eIAB) [1] achieved the following agreements for topology adaptation enhancements [2]: 
	· A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.

· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.

· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.

· RAN2 to further discuss the open issues for inter-CU routing:

What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated traffic;

How to determine whether a data should be delivered to upper layer (for downstream);

How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.

· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


In this contribution, the routing and re-routing enhancements for various scenarios are discussed. 
2. Discussion 
In Rel-17, the routing and re-routing needs to cover various scenarios such as intra-CU/intra-donor-DU (as in Rel-16), intra-CU/inter-donor DU and inter-CU, as depicted in Figure 1. These enhancements would be expected to contribute to more reliable, more flexible and/or lower latency packet transfers in IAB topology(s), while it may introduce additional complexity into BAP routing/re-routing operation. So, it’s desirable to specify common procedure(s) for all scenarios and to minimize scenario-specific procedure(s) as much as possible. In this sense, the most complicated scenario, i.e., inter-CU routing, should be considered first, and then it should be also considered if the procedures for inter-CU rerouting can be applicable (reused) for other scenarios. 
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Figure 1
 Scenarios for routing and re-routing

2.1. Inter-CU routing 
For inter-CU routing, RAN2 agreed four open issues as quoted in section 1 [2]. So, it’s a good starting point to consider how to resolve the open issues. 
2.1.1. Open issue 1: What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node)

In the email discussion [Post114-e][075], the rapporteur provided a couple of solution examples as follows [3]: 

	Example 1: Add the boundary node’s BAP address, in the BAP PDU header in the first topology;

Example 2: Add some proxy/pseudo BAP address of the real destination;


On the other hand, RAN3 agreed the following for topology redundancy [4]: 
	1a: RAN3 assumes that the boundary node has only one BAP address in each topology.
1b: RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.


In our understanding, both Examples can work, while Example 1 seems more aligned with RAN3 assumptions (especially with 1a). In addition, Example 1 is quite straightforward from Rel-16 routing mechanism point of view, since the boundary node can be considered as the endpoint of the first topology, like the IAB-donor-DU and the access IAB-node. Also, Example 1 has lower risk of “mis-routing” if an intermediate IAB-node performs local rerouting. In this sense, RAN2 should agree Example 1 for further discussion. 

Proposal 1 RAN2 should agree the boundary node’s BAP address is added in the BAP Data PDU header (i.e., DESTINATION field) in the first topology. 
2.1.2. Open issue 2: How to differentiate the concatenated traffic and non-concatenated traffic

If Proposal 1 is agreeable, the concatenated traffic (i.e., routing among two topologies belonging to different IAB-donor-CUs) has the boundary IAB-node’s BAP address in DESTINATION field in BAP Data PDU header. On the other hand, the non-concatenated traffic (i.e., routing within a topology belonging to one IAB-donor-CU) has the other BAP address, i.e., of IAB-donor-DU or access IAB-node. So, the non-concatenated traffic could be simply distinguished by Rel-16 mechanism [5], i.e., if DESTINATION does not match with the boundary IAB-node’s BAP address then the BAP Data PDU is delivered from the receiving part to the transmitting part of collocated BAP entity. So, no special handling is needed in the receiving part.  However, it’s noted that the open issue 3 below still exists. 
Proposal 2 RAN2 should agree that no special handling is needed in the receiving part of BAP entity to determine non-concatenated traffic, i.e., Rel-16 behaviour is applied. 
2.1.3. Open issue 3: How to determine whether a data should be delivered to upper layer (for downstream)

If Proposal 1 is agreeable, both the concatenated traffic and the traffic addressed to the boundary IAB-node have the same DESTINATION in each BAP Data PDU header, i.e., the boundary IAB-node’s BAP address. So, the receiving part of BAP entity in the boundary IAB-node may distinguish them by PATH field or new flag (using one of three “R” bits [5]) in each BAP Data PDU header. 

If PATH field is used, the Routing ID space is consumed depending on how many paths are configured between the boundary IAB-node and the IAB-donor-DU/access IAB-node. There is no additional overhead in data stream since it reuses the existing field in BAP header. 
If a new flag is used, it consumes “R” bits, whereby there are only three reserved bits. There is no additional overhead since it uses “R” bit in BAP header. We assume the new flag is also useful in the transmitting part of BAP entity to determine whether the BAP header is rewritten, i.e., Open issue 4 below. 
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Figure 2
 Rel-16 BAP Data PDU format [5]
Considering the benefits and drawbacks above, we slightly prefer to define a new flag, using one “R” bit, in order to distinguish the data to be routed.  Needless to say, if the new flag is set to “0”, it’s completely same with Rel-16 BAP header format, so the receiving part of BAP entity delivers the data to upper layer as Rel-16 behaviour [5]. 

Proposal 3 For inter-CU routing, RAN2 should agree to define a new flag, using one “R” bit in BAP Data PDU header, to distinguish the data to be routed, from the data to be delivered to upper layer. 
2.1.4. Open issue 4: How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology)
If Proposal 2 and Proposal 3 are agreeable, the transmitting part of BAP entity can check the new flag in each BAP Data PDU header first. If the new flag is set to “0” (i.e., the non-concatenated traffic or “being routed to its own topology”, including Rel-16 BAP Data PDU), Rel-16 routing procedure is performed [5]. If it’s “1” (i.e., the concatenated traffic or “being routed to another topology”), the BAP header rewriting operation is performed before the routing procedure. It’s noted that this is not “re-routing”, so it’s natural the BAP header rewriting operation is done in advance. 
Proposal 4 For inter-CU routing, RAN2 should agree that the new flag in BAP Data PDU header in Proposal 3 is used to determine whether the BAP header rewriting is performed, for inter-CU routing. 
Proposal 5 For inter-CU routing, RAN2 should agree the BAP header rewriting is performed before the routing procedure. 

If Proposal 3 and Proposal 5 are agreeable, the new flag is used at the boundary IAB-node. So, it becomes useless after the BAP header rewriting operation, or it may rather cause unnecessary error in the second topology. So, it could be safer the flag is rewritten with “0” at the boundary IAB-node. It would be straight forward to be done in the BAP header rewriting operation. 
Proposal 6 For inter-CU routing, RAN2 should discuss if the new flag in Proposal 3 is also rewritten in the BAP header rewriting operation, i.e., reset to “0”. 
2.1.5. Other possible issues
2.1.5.1. Routing table selection
If Proposal 5 is agreeable, the data, whose header is rewritten according to Header Rewriting Configuration [6], is going to the routing procedure. In this case, the routing table, i.e., BH Routing Configuration [5], configured by the first topology is no longer valid, since the data header is already rewritten to the new Routing ID as RAN2 agreed “RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4” [7]. Otherwise, there may be some risk of confusion or “mis-routing”, since the BAP addresses of each IAB-node are unique within a topology, which is not among two topologies (i.e., two CUs) even in inter-CU routing scenario. So, the routing table should be the one configured by the second topology. 
Proposal 7 For inter-CU scenarios, RAN2 should agree the boundary node is configured with two routing tables that are used for routing to the first topology and to the second topology respectively. 
If Proposal 7 is agreeable, a routing table selection procedure for each data may be needed before the routing procedure. The mechanism is considered very simple: for a data, if the header is rewritten (or the new flag is set to “1”) then the second routing table is applied. Otherwise, the first routing table (i.e., same with Rel-16) is applied. 
Proposal 8 For inter-CU scenarios, RAN2 should discuss whether a procedure to select the routing table for the second topology is needed for the concatenated traffic. 
2.1.5.2. BH RLC channel mapping table selection 
Once the next hop BAP address is determined at the routing procedure, the mapping to egress BH RLC channel is performed based on the determined ingress BH link, ingress BH RLC channel and egress BH link that are provided in the mapping table (i.e., BH RLC Channel Mapping Configuration) [5]. In the current Running CR for TS38.340, the following editor’s note is captured [6]: 

	Editor's Note:
 FFS how to capture the bearer mapping at the boundary IAB-node (also FFS if the current spec already support the bearer mapping at boundary IAB-node for inter-CU routing).


For inter-CU scenarios, the ingress BH link and RLC channel belong to the first topology, while the egress ones are associated with the second topology. Given BAP addresses and RLC channels are managed by a CU (i.e., per topology), a new mapping table would be needed to connect with two topologies. In detail, the structure of Rel-16 mapping table could be reused, but it should be configured with a different mapping table from Rel-16 one. Otherwise, there is a risk of “mis-mapping” if the same BAP address (i.e., ingress/egress link ID) and/or the same BH RLC channel ID is used in both topologies. In this case, the mapping table selection may be needed, which is similar to Proposal 8. 
Proposal 9 For inter-CU scenarios, RAN2 should agree that the boundary IAB-node is configured with a separate mapping table (in addition to Rel-16 mapping table), which is applied for concatenated traffic. 
Proposal 10 For inter-CU scenarios, RAN2 should discuss if a procedure to select the separate mapping table for connecting two topologies in Proposal 9 is needed for the concatenated traffic.

2.2. Inter-CU re-routing 
2.2.1. Applicability of BAP header rewriting operation 
RAN2 agreed to “Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU” [2]. In general, the agreement may be seen as similar to inter-CU routing. But in detail, the inter-CU re-routing is only applicable when the IAB-node re-establishes RRC connection with target donor-CU and F1 connection is still retained with the source donor-CU (i.e., the partial migration), according to the email discussion [3]. RAN3 agreed the following statement [4], which is likely applicable to this scenario: 
	For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.


In our understanding, in addition to above configurations, RRC (of the target donor-CU) also provides the (simple) routing table and/or the Header Rewriting Configuration [6] to be used by the boundary IAB-node, since the original Routing ID in BAP header of data, which is rerouted to the original second topology, is no longer valid, i.e., the boundary IAB-node needs to know a valid Routing ID in the new second topology, which is managed by the target donor-CU. In this sense, the BAP header rewriting operation is also needed for inter-CU re-routing. In contrast to inter-CU routing, the BAP header rewriting operation is performed once the routing procedure is done unsuccessfully as already captured in BAP Running CR [6], since this is “re-routing”. In addition, if Proposal 7 and Proposal 8 are agreeable, the routing table selection may be applicable to inter-CU re-routing. Also, if Proposal 9 and Proposal 10 are agreeable, BH RLC channel mapping table selection may be also applicable. 
After that, the boundary IAB-node can transmit the data to Next Hop BAP address via the BH RLC channel that are configured by RRC in the new second topology, i.e., by the target donor-CU. 
Proposal 11 For inter-CU re-routing, RAN2 should agree the boundary IAB-node is configured with IP address, BAP address, BH RLC channels and default mapping (as RAN3 agreed), and a simple routing table, e.g., default Routing ID (or a simplified header rewriting table) via RRC signalling from the target donor. 

Proposal 12 For inter-CU re-routing, RAN2 should agree that the BAP header rewriting operation is performed once the routing (i.e., Rel-16 routing) is done unsuccessfully
Proposal 13 For inter-CU re-routing, RAN2 should discuss whether the routing table selection (in Proposal 8, if introduced) and the mapping table selection (Proposal 10, if introduced) are applicable. 
2.3. Intra-CU/inter-donor-DU re-routing
RAN2 agreed that “For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting” [2]. On the other hand, RAN3 agreed their preference as follows [4]: 
	· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.


In our understanding, a topology is managed by a donor-CU, and two donor-DUs in a donor-CU are seen as Intra-CU topological redundancy [8], so it could be considered that the inter-donor-DU re-routing is still performed within one topology. In this case, the RAN2 agreement may conflict with RAN3 preference. However, the BAP header rewriting operation is obviously needed since the destination of upstream traffic is changed by inter-donor-DU re-routing, i.e., from a donor-DU’s BAP address to another donor-DU’s BAP address. For downstream traffic, the BAP header rewriting operation may not be needed since the destination (i.e., the BAP address of access IAB-node) is not changed. Actually, we assume the downstream traffic is not subject to inter-donor-DU rerouting (i.e., it’s just a local rerouting). So, RAN2 should confirm their agreement even though it may be different from RAN3’s preference. 
Proposal 14 For intra-CU/inter-donor-DU re-routing, RAN2 should confirm their previous agreement to “support the “previous routing ID to new routing ID” BAP header rewriting”, at least for upstream traffic. 

On top of Proposal 14, since this is “re-routing”, the BAP header rewriting operation is performed once Rel-16 routing is done unsuccessfully, as similar to inter-CU re-routing in Proposal 12. It’s already captured in the current Running CR for TS 38.340 [6], which can be simply confirmed. 
Proposal 15 For intra-CU/inter-donor-DU re-routing, RAN2 should confirm that the BAP header rewriting operation is performed once the routing (i.e., Rel-16 routing) is done unsuccessfully, as captured in the current Running CR for TS 38.340. 
2.4. Intra-CU/intra-donor-DU re-routing (i.e., local re-routing)
2.4.1. Applicability of BAP header rewriting operation 
The intra-CU/intra-donor-DU re-routing is known as the local rerouting, which is already supported from Rel-16 as follows [5]: 
	NOTE:
Data buffering on the transmitting part of the BAP entity, e.g., until RLC-AM entity has received an acknowledgement, is up to implementation. In case of BH RLF, the transmitting part of the BAP entity may reroute the BAP Data PDUs, which has not been acknowledged by lower layer before the BH RLF, to an alternative path in accordance with clause 5.2.1.3.

	-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;


According to the current specification above, the IAB-node may send BAP Data PDUs via a Routing ID which matches DESTINATION but does not match PATH of the data, as the result of local re-routing. 
On the other hand, RAN2#112-e agreed Rel-17 local rerouting should take the topology-wide objectives into account, as follows [9]: 

	· RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.


Given the agreement above, there is one issue in Rel-16 local rerouting that the selection of alternative path is left up to IAB-node implementation, which may be less manageable from the donor point of view. It was not a big issue in Rel-16 IAB topology since the local rerouting is allowed only when the IAB-node detects BH RLF [5], i.e., only under a specific abnormal condition. However, it’s not the case in Rel-17 since the local rerouting is also allowed in other conditions, e.g., congestion [2], but there would still be remaining issues on how to satisfy the agreement above. It's quite straightforward that the donor is the most suitable to address the topology-wide objectives since it manages whole topology. In this sense, the donor should have more controllability for local rerouting in terms of alternative path configuration, comparing to Rel-16 mechanism. 
Observation 1 In Rel-16 local re-routing, it’s up to IAB-node implementation which alternative path is selected, which is unmanageable by the donor. 
Observation 2 The IAB-donor is the most suitable node to address the topology-wide objectives, due to local rerouting. 
To solve this issue, it would be considered that the BAP header rewriting operation is one of the solutions. RAN2 agreed the following assumption [7]: 

	· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)


The egress link is associated with Next hop BAP address, and Next hop BAP address is determined by Routing ID. So, it’s natural that the donor configures the IAB-node with the new Routing ID for local re-routing, which is very similar to Header Rewriting Configuration for other (re-)routing scenarios [6]. 

Although RAN3’s preference is that BAP header writing operation is performed only for inter-topology scenarios, RAN2 already agreed it’s performed even for intra-topology scenario, i.e., inter-donor-DU re-routing, as discussed in the previous section. 
So, it’s worth discussing if the BAP header rewriting operation is applicable also for intra-CU/intra-donor-DU re-routing, whereby it’s performed only if Header Rewriting Configuration is configured (i.e., optional). 

Proposal 16 RAN2 should discuss the option if the BAP header rewriting is also applicable to local re-routing (i.e., intra-CU/inter-donor-DU re-routing), and if the IAB-node is configured with a mapping between old Routing IDs and new Routing IDs (i.e., similar to Header Rewriting Configuration in the current Running CR for TS38.340)

2.4.2. Local rerouting command by donor 
As the other aspect for IAB-donor’s controllability, it should be considered that the IAB-donor should be aware of local rerouting and may start/stop the local rerouting at an IAB-node, for coexistence between the local rerouting and the topology-wide objective. For example, if the IAB-donor notices the topology-wide objective cannot be met, the IAB-donor may instruct the IAB-node(s) to start/stop the local rerouting, i.e., load balancing among the routes. 

It’s totally up to IAB-donor implementation how to handle the topology-wide objective due to the local rerouting, but the IAB-donor may need the information and controllability of IAB-nodes’ local decisions. 

Proposal 17 RAN2 should discuss whether the IAB-node needs to inform the IAB-donor when the local rerouting starts/stops. 

Proposal 18 RAN2 should discuss whether the IAB-donor may instruct the IAB-node to start/stop the local rerouting, e.g., for load balancing among the routes. 

2.5. Summary of enhancements 
If the proposals above are agreeable, an example of unified solution for all scenarios can be depicted as Figure 3. 
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Figure 3
 Summary of enhancements for Rel-17 routing/re-routing for all scenarios
3. Conclusion 
In this contribution, the details of enhancements to routing and re-routing for various scenarios are discussed. The unified solution applicable to all scenarios is suggested.  RAN2 is kindly asked to take into account the observations and proposals below: 
Proposal 1
RAN2 should agree the boundary node’s BAP address is added in the BAP Data PDU header (i.e., DESTINATION field) in the first topology.
Proposal 2
RAN2 should agree that no special handling is needed in the receiving part of BAP entity to determine non-concatenated traffic, i.e., Rel-16 behaviour is applied.
Proposal 3
For inter-CU routing, RAN2 should agree to define a new flag, using one “R” bit in BAP Data PDU header, to distinguish the data to be routed, from the data to be delivered to upper layer.
Proposal 4
For inter-CU routing, RAN2 should agree that the new flag in BAP Data PDU header in Proposal 3 is used to determine whether the BAP header rewriting is performed, for inter-CU routing.
Proposal 5
For inter-CU routing, RAN2 should agree the BAP header rewriting is performed before the routing procedure.
Proposal 6
For inter-CU routing, RAN2 should discuss if the new flag in Proposal 3 is also rewritten in the BAP header rewriting operation, i.e., reset to “0”.
Proposal 7
For inter-CU scenarios, RAN2 should agree the boundary node is configured with two routing tables that are used for routing to the first topology and to the second topology respectively.
Proposal 8
For inter-CU scenarios, RAN2 should discuss whether a procedure to select the routing table for the second topology is needed for the concatenated traffic.
Proposal 9
For inter-CU scenarios, RAN2 should agree that the boundary IAB-node is configured with a separate mapping table (in addition to Rel-16 mapping table), which is applied for concatenated traffic.
Proposal 10
For inter-CU scenarios, RAN2 should discuss if a procedure to select the separate mapping table for connecting two topologies in Proposal 9 is needed for the concatenated traffic.
Proposal 11
For inter-CU re-routing, RAN2 should agree the boundary IAB-node is configured with IP address, BAP address, BH RLC channels and default mapping (as RAN3 agreed), and a simple routing table, e.g., default Routing ID (or a simplified header rewriting table) via RRC signalling from the target donor.
Proposal 12
For inter-CU re-routing, RAN2 should agree that the BAP header rewriting operation is performed once the routing (i.e., Rel-16 routing) is done unsuccessfully
Proposal 13
For inter-CU re-routing, RAN2 should discuss whether the routing table selection (in Proposal 8, if introduced) and the mapping table selection (Proposal 10, if introduced) are applicable.
Proposal 14
For intra-CU/inter-donor-DU re-routing, RAN2 should confirm their previous agreement to “support the “previous routing ID to new routing ID” BAP header rewriting”, at least for upstream traffic.
Proposal 15
For intra-CU/inter-donor-DU re-routing, RAN2 should confirm that the BAP header rewriting operation is performed once the routing (i.e., Rel-16 routing) is done unsuccessfully, as captured in the current Running CR for TS 38.340.
Observation 1
In Rel-16 local re-routing, it’s up to IAB-node implementation which alternative path is selected, which is unmanageable by the donor.
Observation 2
The IAB-donor is the most suitable node to address the topology-wide objectives, due to local rerouting.
Proposal 16
RAN2 should discuss the option if the BAP header rewriting is also applicable to local re-routing (i.e., intra-CU/inter-donor-DU re-routing), and if the IAB-node is configured with a mapping between old Routing IDs and new Routing IDs (i.e., similar to Header Rewriting Configuration in the current Running CR for TS38.340)
Proposal 17
RAN2 should discuss whether the IAB-node needs to inform the IAB-donor when the local rerouting starts/stops.
Proposal 18
RAN2 should discuss whether the IAB-donor may instruct the IAB-node to start/stop the local rerouting, e.g., for load balancing among the routes.
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