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Introduction
The initialization of PDCP state variables has been discussed in the last meeting. The related agreement is listed below.
RAN2#115-e:
· For PTM PDCP state variables setting while configured, the SN part of COUNT values of these variables are set according to the SN of the first received packet (by the UE) and the HFN indicated by the gNB, if needed.
In [Post115-e][092][MBS] Remaining User plane issues [1], companies discussed the initialization of HFN and HFN desynchronization issue. The initial value of PDCP state variables are also discussed.
In this document, we discuss the initialization of PDCP state variables and propose a solution to solve the related issues.
HFN initialization
In our understanding, HFN is needed for PDCP functions. The COUNT value compose of HFN and PDCP SN, and it is used for PDCP reordering, duplicate detection, discarding, PDCP SR, etc. PDCP SN is carried in the header of PDCP PDUs, while HFN starts from 0 in legacy unicast. Since sessions always start after UE connected to network in unicast, HFN start from 0 works well and will not lead to HFN desynchronization. In sidelink, HFN is not used, so there is no need to indicate HFN from network. But for multicast services, UE may connect to network after session activate, so HFN may not started from 0 and HFN synchronization (indication by gNB) is needed. 
Observation 1: For NR multicast, HFN may not start from 0. HFN synchronization between UE and network is needed
In email discussion [1], HFN desynchronization issue is mentioned due to UE processing delay and misalignment transmission between gNB-CP and gNB-UP. That is, initial HFN is indicated by RRC configuration, which is provided by gNB-CP. PDCP SN is carried in the header of PDCP PDUs (gNB-UP), there is extra timing misalignment between CP and UP in case of CP/UP split architecture. UE may receive PDCP PDUs with SN wrapped around before receiving HFN indication, and HFN desynchronization may occur.
In fact, HFN desynchronization would not happened if HFN initialization is configured properly. In fact, this issue can be divided into two cases:
Case 1: UE receives data PDU before receiving HFN indication.
For case 1, HFN desynchronization can be solved by carry HFN indication into RRC signalling (e.g. RRC Reconfiguration Message) so UE will not start receiving data PDUs before RRC reconfiguration complete. UE cannot calculate COUNT value before receiving HFN indication even if UE receives data PDUs, so UE needs to wait for HFN indication anyway.
Proposal 1: For NR multicast, the initial value of HFN is indicated by RRC Reconfiguration Message.
Case 2: UE receives HFN indication but the first received PDU is out of order (the SN has wrapped around).
For example, the initial HFN indicated by gNB is N, the COUNT of the next PDU which UE should have received is [N,X] (assume the maximum value of SN is X), but the first PDU UE received is [N+1,1], which is different from the HFN indicated by network.
Actually, this case may also occur in unicast and has been solved in current specs:
According to TS 38.323, when the SN of the received PDU is too different from the SN reference value (i.e. SN of RX_DELIV), UE can perform HFN+1 or HFN-1 automatically.
	TS 38.323
At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-	if RCVD_SN < SN(RX_DELIV) – Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) + 1.
-	else if RCVD_SN >= SN(RX_DELIV) + Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) – 1.
-	else:
-	RCVD_HFN = HFN(RX_DELIV);
-	RCVD_COUNT = [RCVD_HFN, RCVD_SN].


This solution can be reused by NR multicast by indicate initial HFN and initial SN together (as RX_DELIV) to UE. This is also beneficial for data loss reduction, which will be further discussed in the next section.
Observation 2: UE can perform HFN+1 or HFN-1 automatically based on SN reference value (i.e. SN of RX_DELIV) in current specs. 
Observation 3: The HFN desynchronization issue due to out of order receiving can be solved in legacy specs by indicating RX_DELIV to UE, which is also beneficial for latency and data loss reduction. 
Initialization of RX_DELIV
In the email discussion [1], the initial value of RX_DELIV has been discussed. There are two main options:
Option 1: the initial value of RX_DELIV is set to a value before RX_NEXT;
Option 2: the initial value of RX_DELIV is set to the same as RX_NEXT.
Option 2 will lead to potential data loss due to out of delivery from RLC to PDCP. That is, SN part of RX_DELIV and RX_NEXT is set to the SN of the first received packet, but not the first packet transmitted by network. If the first transmitted packet is lost due to bad channel condition and has been retransmitted by HARQ process. It will be discarded anyway even if the retransmitted packet has been correctly received:
	-	if RCVD_COUNT < RX_DELIV; or
-	if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:
-	discard the PDCP Data PDU;


This is because RX_DELIV has been set by the latter packet which has larger SN value (the first received packets).
Observation 4: If RX_DELIV is set to the same value of the first received PDU (i.e. RX_NEXT), data loss may occur due to out of delivery from RLC to PDCP.
Option1 may solve the data loss issue by setting RX_DELIV to a value before the first received packets (i.e. RX_NEXT). However, the effect is closely related to specific RX_DELIV value.
In one option (Option 1.1), RX_DELIV is set to a value before RX_NEXT but after the first transmitted packet. There still be data loss between the first transmitted packet and RX_DELIV. 
Observation 5: If RX_DELIV is set to a value between the first transmitted PDU and RX_NEXT, data loss still exists.
In another option (Option 1.2), RX_DELIV is set to a value before RX_NEXT and before the first transmitted packet. According to current specs, since RX_DELIV< RX_NEXT, UE will store the received PDUs in reception buffer until t-reordering expires. The timer will expire anyway because network didn’t transmit some part of PDUs.
Observation 6: If RX_DELIV is set to a value before the first transmitted PDU, it will bring unacceptable latency.
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Figure 1: Different cases of RX_DELIV initialization and impacts
Therefore, if the initial value of RX_DELIV is set to a value before RX_NEXT, it is better to set RX_DELIV to the exact COUNT of the first transmitted PDU of network. This can be realized by indicating initial RX_DELIV to UE, which represent the COUNT of the first PDU that network will transmit to UE.
Considering the HFN initialization issue discussed in the previous section, the initial HFN can be carried in the initial RX_DELIV and indicate to UE together. 
We prefer to indicate the value of initial RX_DELIV by RRC signalling (e.g. in RRC Reconfiguration message) due to reliability consideration. Latency is not a problem because UE cannot calculate the COUNT value of received data PDUs anyway before it receives HFN indication from network.
Proposal 2: For NR multicast, the initial value of RX_DELIV is indicated to the UE by RRC Reconfiguration message, which represents the COUNT value of the first PDU that gNB will transmit to UE.
Conclusion
[bookmark: _GoBack]In this contribution, the following observations are made: 
Observation 1: For NR multicast, HFN may not start from 0. HFN synchronization between UE and network is needed.
Observation 2: UE can perform HFN+1 or HFN-1 automatically based on SN reference value (i.e. SN of RX_DELIV) in current specs. 
Observation 3: The HFN desynchronization issue due to out of order receiving can be solved in legacy specs by indicating RX_DELIV to UE, which is also beneficial for latency and data loss reduction.
Observation 4: If RX_DELIV is set to the same value of the first received PDU (i.e. RX_NEXT), data loss may occur due to out of delivery from RLC to PDCP.
Observation 5: If RX_DELIV is set to a value between the first transmitted PDU and RX_NEXT, data loss still exists.
Observation 6: If RX_DELIV is set to a value before the first transmitted PDU, it will bring unacceptable latency. 
Based on these observations, the following proposals are made: 
Proposal 1: For NR multicast, the initial value of HFN is indicated by RRC Reconfiguration Message.
Proposal 2: For NR multicast, the initial value of RX_DELIV is indicated to the UE by RRC Reconfiguration message, which represents the COUNT value of the first PDU that gNB will transmit to UE.
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