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[bookmark: OLE_LINK2][bookmark: OLE_LINK1]Introduction
Open issues about Routing and re-routing have been discussed in previous RAN2 meetings. The topics include local re-routing, inter-donor-DU re-routing, inter-CU routing for topology redundancy. 
In RAN2 #115e, some agreements [1] on re-routing and routing are:
	· A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.
· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.
· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.
· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
· RAN2 to further discuss the open issues for inter-CU routing:
What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated traffic;
How to determine whether a data should be delivered to upper layer (for downstream);
How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).
· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


Some details are left for discussion on local re-routing and routing, such as when to rewrite the BAP header for inter-donor-DU, the granularities of local re-routing triggered by flow control feedback and BAP basic operation modeling and so on.
In this contribution, we will discuss the left issues on routing and rerouting.
Discussion
When to rewrite the BAP header for inter-donor-DU
R16 local rerouting is based on the BAP address. When there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available, BAP entity will select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available.
In R16, spec is not defined the behavior when there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is not available. 
In the last meeting, RAN2 has agreed to support ‘previous routing ID to new routing ID’ BAP header rewriting for inter-donor DU rerouting. For less protocol changes, and reducing the complexity of UE implementation, BAP header rewriting should be performed after R16 routing and rerouting mechanism cannot work. If there is no available next hop found based on previous BAP address and routing ID, BAP layer will perform BAP rewriting for rerouting. 
On the other word, when BAP packet needs rerouting, IAB node should operate the rerouting based on the BAP address firstly.
[bookmark: _GoBack]Proposal 1: When BAP packet needs rerouting, IAB node should operate the rerouting based on the BAP address firstly. If there is no available next hop found based on previous BAP address and routing ID, BAP layer will perform BAP rewriting for rerouting.
BAP basic operation modeling
The BAP basic operation modeling has been discussed in the RAN2#115e post email discussion [088]. The discussion didn’t go well. Considering the less impact on current specification, we propose a potential BAP basic operation modeling: 
	Basic BAP operation modelling: Checking whether data is delivered to upper layer => Checking routing table for routing => Header rewriting for concatenated traffic or local rerouting.


Proposal 2: RAN2 consider the following potential BAP basic operation modeling: Checking whether data is delivered to upper layer => Checking routing table for routing => Header rewriting for concatenated traffic or local rerouting.
· Uplink:
For uplink traffic, the DESITINATION field of concatenated traffic is configured as the BAP address of donor DU. If the pseudo/virtual BAP routing ID is set at access node (descendant node) for UL offload traffic, BAP header mapping table will be required in each descendant node. It is complicated. We consider that the descendant node can set the BAP header according to F1 terminated donor’s configuration, e.g., the destination address is donor DU1. When the packet received by boundary node, it performs BAP header rewrite based on BAP header rewrite table and threshold configured by network. In this way, only the boundary node needs BAP header rewrite table.
· Downlink:
For downlink traffic, the DESITINATION field of concatenated traffic is configured as the BAP address of boundary node. When concatenated traffic is delivered to the receiving part of the boundary node, it will be confused with the traffic of boundary node own. RAN2 can consider how to distinguish the traffic of boundary node own and concatenated traffic. In this BAP basic operation modeling, a common Header rewriting table is enough for the BAP header rewriting configuration for inter-topology routing and the BAP header rewriting configuration for re-routing at the boundary node.
Proposal 3: RAN2 can discuss how to distinguish the traffic terminated in the boundary node from concatenated traffic if the DESITINATION field of concatenated traffic is configured as the BAP address of boundary node.

Local re-routing triggered by flow control feedback
In [2], two granularities of the data to be re-routed upon receiving flow control feedback are summarized. The two granularities of local rerouting triggered by flow control feedback as following: 
Option 1: per routing ID
Option 2: per BH RLC CH
For Option 1, we see there is no debate about per routing ID local rerouting upon DL flow control feedback as TS 38.340. Whether support per BH RLC CH rerouting need to be further discussed. 
R16 supports both per RLC channel flow control feedback and per routing ID flow control feedback. Unlike per routing ID flow control feedback, per BH RLC CH only reflects that the congestion occurs in some BH RLC CH over a single BH link. The other BH RLC CH in the same BH link may be in good condition. Thus, when IAB-node receiving the per BH RLC CH flow control feedback, IAB need to trigger per BH RLC CH local rerouting to reduce the delay and congestion. 
Proposal 4: The granularity of local re-routing triggered by Flow control can align with the granularity of flow control feedback. When IAB-node receiving the per BH RLC CH flow control feedback, IAB need to trigger per BH RLC CH local rerouting to reduce the delay and congestion.

	· A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.


In the RAN2 115e, RAN2 agreed the configured threshold of available buffer size based on flow control feedback to determine the congestion. In R16, whether IAB node trigger BH RLC channel or BAP routing ID DL flow control is based on the implementation. As the two granularities of the DL flow control feedback, RAN2 can support two granularities of configured threshold based on flow control feedback, i.e. per RLC channel configured threshold and per routing ID configured threshold. When per RLC channel configured threshold is fulfilled, the IAB node should trigger per RLC channel flow control feedback. When per routing ID configured threshold is fulfilled, the IAB node should trigger per routing ID flow control feedback.
Proposal 5: RAN2 can support two granularities of configured threshold based on flow control feedback, i.e. per RLC channel configured threshold and per routing ID configured threshold.
	For a link, the BAP entity at the IAB-MT shall:
-	when a flow control feedback is triggered due to the buffer load exceeding a certain level, or
-	when a BAP Control PDU for flow control polling is received at the receiving part, the transmitting part of this BAP entity shall:
-	construct a BAP Control PDU for flow control feedback per BH RLC channel, if configured by RRC, in accordance with clause 6.2.3;
-	construct a BAP Control PDU for flow control feedback per BAP routing ID, if configured by RRC, in accordance with clause 6.2.3;
-	if the egress BH RLC channel for the BAP Control PDU is configured as specified in TS 38.473 [5]:
-	submit the BAP Control PDU(s) to the configured egress BH RLC channel of the egress link, indicated by Egress BH RLC CH ID IE in BH Information IE associated with Non-UP Traffic Type IE set to BAP control PDU in TS 38.473 [5];
-	else:
-	submit the BAP Control PDU(s) to any egress BH RLC channel of the egress link.
NOTE:	The BH RLC channel(s) and BAP routing ID(s) to be included in the flow control feedback is up to IAB node implementation, once triggered.



Conclusion
[bookmark: OLE_LINK60][bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the discussion in section 2, we get below proposals:
Proposal 1: When BAP packet needs rerouting, IAB node should operate the rerouting based on the BAP address firstly. If there is no available next hop found based on previous BAP address and routing ID, BAP layer will perform BAP rewriting for rerouting.
Proposal 2: RAN2 consider the following potential BAP basic operation modeling: Checking whether data is delivered to upper layer => Checking routing table for routing => Header rewriting for concatenated traffic or local rerouting.
Proposal 3: RAN2 can discuss how to distinguish the traffic terminated in the boundary node from concatenated traffic if the DESITINATION field of concatenated traffic is configured as the BAP address of boundary node.
Proposal 4: The granularity of local re-routing triggered by Flow control can align with the granularity of flow control feedback. When IAB-node receiving the per BH RLC CH flow control feedback, IAB need to trigger per BH RLC CH local rerouting to reduce the delay and congestion.
Proposal 5: RAN2 can support two granularities of configured threshold based on flow control feedback, i.e. per RLC channel configured threshold and per routing ID configured threshold.
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