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1 Introduction
WID of RAN slicing (RP-210921) was agreed in RAN#91e [1]. The related WID objectives are summarized below.

The work item aims to standardize the enhancement on RAN support of network slicing. Detailed objectives of the work item are:
   2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating     

      cases [RAN2]

      a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and 
        preambles) for slice or slice group

      b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for 
         slice or slice group
      c. Determine how this works with existing functionality, which may include how to perform RACH type selection 
        (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar 
        functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
Note: The use of Rel-17 RAN slicing enhancements in given cells shall not prevent from accessibility for Rel-15 and Rel-16 UEs.
In RAN2#115-e [2] and RAN2#114-e [3], big progress was made on slice specific RACH. In this contribution, we discuss the following remaining issue:
· How many slice groups we can and how they are indicated
· RA-RNTI collision in case of separate RO
· Extension to CONNECTED UE

2 Discussion  
2.1 How many slice groups we can and how they are indicated

The maximum number of slice grouping was discussed in RAN#114-e [3], but not concluded. It was also captured as one FFS as illustrated below:

· FFS how many slice groups we can have and how they are indicated.
We think the maximum number of slice group needs further discussion. Its value should depend on tradeoff between increased signaling overhead (e.g., dedicated RACH configurations per slice group) and operators’ requirement on slice grouping granularity. At this stage, because it is not clear what dedicated configurations can be configured for one slice group, it is difficult to determine the maximum number of slice groups. Thus, we propose to postpone this discussion:

Proposal 1: Postpone the decision on maximum number of slice grouping configured by Network after it is clear what dedicate configurations can be configured for one slice group.
With regarding to how slice groups for RACH are indicated, RAN2 has sent LS for slice specific cell reselection to CT1/SA2 with below description on slice group [4]:

Furthermore, RAN2 has been discussing a Slice Group concept, where a slice group consists of one or multiple slices, one slice belongs to one and only one slice group and each slice group is uniquely identified by a slice group identifier. This can avoid publishing slice identities (S-NSSAI) in System Information (security concern and SI size concern). RAN2 assumes the signalling of such slice grouping and slice group identity would be indicated in NAS signalling to the UE. The discussion and agreements reached in RAN2 apply equally to “slice” as well as to “slice group”, even if at many places only “slice” appears.

Meanwhile, RAN2#115-e also agreed slice grouping concept for slice specific RACH: 

· 1 A new slice grouping mechanism is introduced for RACH configuration. One slice belongs to one and only one slice group. Slice groups are assumed to be only updated when UE does Registration Update.

· 2 Working assumption: The mapping between S-NSSAIs and slice groups should be configured to the UE through NAS signalling. Discuss problems for cell- vs. UE-specific signalling via post-meeting email discussion. 

In our understanding, the intention on slice grouping is same for slice specific cell reselection and slice specific RACH (i.e., resolving the security concern and SI size concern). Thus, we think the same grouping signaling can be used for slice specific RACH. Although we believe it is RAN2 common understanding now, it is better to confirm it as an agreement. 

Proposal 2: RAN2 confirm that the same slice grouping signaling is used for both slice specific cell reselection and slice specific RACH
2.2 RA-RNTI collision 

In RAN2#114 [3], the issue whether there is collision between RA-RNTI of slice specific RACH and legacy RACH RNTI was discussed. And below agreements were made:
· 5: Same as NR Rel-15 conclusion, RAN2 conclude that there is no RA-RNTI collision between slice specific RACH and legacy RACH in shared RO 

· 6: Same as NR Rel-15 conclusion, RAN2 conclude that the RA-RNTI collision between slice specific RACH and legacy RACH may happen in separate RO. 

· Working assumption: this can be left to network implementation to resolve it (e.g. network configure RO in different time) 
As observed, the only remaining issue is whether to confirm the working assumption that collision in case of separate RO can be left to network implementation. In our understanding, the network implementation should be sufficient to resolve the collision at least in below ways:
· ROs which may cause collision are configured in different time

· Rely on contention resolution in Msg4   
Observation 1: For the RA-RNTI collision in separate RO, Network can resolve it by implementation (e.g. configuring ROs in different time, or rely on contention resolution in Msg4) 
During online discussion of RAN2#114-e [3], some companies showed concern that these solutions may imply a restriction on Network implementation. We understand the concern, but please note that introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue for slice specific RACH. Instead, all other RACH features being discussed in Rel-17 (e.g., Redcap RACH, SDT and coverage enhancement) have similar issue. Thus, we think RAN2 at least should not specify a solution only for slice specific RACH. 
Observation 2: Introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue only for slice specific RACH. Instead, all RACH features being discussed in Rel-17 have similar issue
Based on above analysis, we prefer to confirm the working assumption for slice specific RACH. And concerned companies can propose their solution in unified RACH discussion.
Proposal 3: Confirm the working assumption that RA-RNTI collision between slice specific RACH and legacy RACH in case of separate RO is left to network implementation to resolve it.
2.3 Extension to CONNECTED UE

In RAN2#113b-e [5], it was discussed whether CONNECTED UE can also apply slice specific RACH. However, because it was not clear whether slice specific RACH will take a long discussion time, it was deprioritized:

· 2: RAN2 will prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. And CONNECTED mode is down prioritized and can be considered if time allows. 

At this stage, we think almost all issues on slice specific RACH for IDLE/INACTIVE UE are finalized, and common RACH session will discuss the signaling details of them. Thus, we believe RAN2 currently have time to discuss whether to extend it to the CONNECTED UE.
Observation 3: Almost all issues on slice specific RACH for IDLE/INACTIVE UE are finalized, and common RACH session will discuss the signaling details of them. Thus, RAN2 currently have time to discuss whether to extend to the CONNECTED UE.

We understand companies may have concern on the workload. To resolve the concern, we propose to just extend slice specific RACH to the cases that RACH is triggered by MO data traffic for CONNECTED UE. According to TS 38.300, there are only below 3 highlighted cases:

The random access procedure is triggered by a number of events:

-
Initial access from RRC_IDLE;

-
RRC Connection Re-establishment procedure;
-
DL or UL data arrival during RRC_CONNECTED when UL synchronisation status is "non-synchronised";
-
UL data arrival during RRC_CONNECTED when there are no PUCCH resources for SR available;
-
SR failure;
-
Request by RRC upon synchronous reconfiguration (e.g. handover);

-
Transition from RRC_INACTIVE;

-
To establish time alignment for a secondary TAG;

-
Request for Other SI (see clause 7.3);

-
Beam failure recovery;

-
Consistent UL LBT failure on SpCell.

Then, if restricted to only these 3 cases for CONNECTED UE, we think the extra spec work is minor. Thus, we propose:

Proposal 4: Extend slice specific RACH to CONNECTED UE when RACH is triggered by MO data arrival (i.e., when UL synchronisation status is "non-synchronised", or there are no PUCCH resources for SR available, or SR failure)
3 Conclusion
In this contribution, we further discuss slice specific RACH. Our observations:
Observation 1: For the RA-RNTI collision in separate RO, Network can resolve it by implementation (e.g. configuring ROs in different time, or rely on contention resolution in Msg4) 
Observation 2: Introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue only for slice specific RACH. Instead, all RACH features being discussed in Rel-17 have similar issue

Observation 3: Almost all issues on slice specific RACH for IDLE/INACTIVE UE are finalized, and common RACH session will discuss the signaling details of them. Thus, RAN2 currently have time to discuss whether to extend to the CONNECTED UE.
Based on discussion, our proposals are:

Proposal 1: Postpone the decision on maximum number of slice grouping configured by Network after it is clear what dedicate configurations can be configured for one slice group.

Proposal 2: RAN2 confirm that the same slice grouping signaling is used for both slice specific cell reselection and slice specific RACH
Proposal 3: Confirm the working assumption that RA-RNTI collision between slice specific RACH and legacy RACH in case of separate RO is left to network implementation to resolve it.
Proposal 4: Extend slice specific RACH to CONNECTED UE when RACH is triggered by MO data arrival (i.e., when UL synchronisation status is "non-synchronised", or there are no PUCCH resources for SR available, or SR failure)
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