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1	Introduction
In the RAN2 #114bis-e meeting, enhancements for topology fairness, multi-hop latency and congestion mitigation were discussed, however no major agree was achieved except following 

The length of LCG to be extended to 8 bits (i.e., at most 256 LCGs).
New Short (Truncated) BSR format to specified that has a fixed size and consists of an 8-bit LCG ID field and an 8-bit Buffer Size field.

Following two issue are to be discussed in WG2 #116e 

LCG range extension: BSR format, other st3 details.
Final discussion if UL hop-by-hop flow control is in or out.
2	Discussion
2.1	LCG Range Extension : Long BSR Format
While there is consensus on New Short BSR format; There have been no agreement on enhancements of Long BSR format.
Proposal 1 : Majority of companies support Long BSR with variable size and consists of 256 LCGi and the Buffer Size(s) fields. We also support the same for New Long (Truncated) BSR Format.



Figure 1. Long BSR, Long Truncated BSR and Pre-emptive BSR MAC CE for lager LCG size

2.2	Uplink Hop by Hop Flow Control
Discussion: Several companies presented paper on motivation on implementing Uplink Hop by Hop flow control that have been missing in Rel-16.
There are two main types of flow control in relay networks: end-to-end and hop-by-hop.
Several, different implementation methods of UL Hop-by-Hop Flow control mechanisms were also discussed in [1]
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Observation 2: As there is no consensus among companies to use E2E PDB, then there must be some form of Hop-by-Hop flow control.
In current implementation, IAB-MT do not have awareness about the buffer status of Parent node while receiving UL Grants, hence child IAB-Node cannot optimize resource allocation for its children’s nodes.
While, if there is Uplink HbH FC feedback from Parent to child, the child will also be able to optimize resources for their children node.
Proposal 2: Introduce local re-routing with and without congestion based RLF. If local re-routing by Parent is not supported then IAB child node may not be able to select the appropriate node as it might select a parent with high latency or child of already congested parent.

Observation 3: 
Flow control is triggered when a node which gets congested transmit a flow control indication to its immediate node in the IAB chain. 
Typical behaviour of an IAB node would be to stop transmitting data for certain period for allowing buffer to drain, after expiration of certain timer, child node can start the transmission again.
Another, behaviour of flow control could be change of parent Node if flow control indication is received.
Proposal 3: Introduce flow control feedback even in cases where node is connected to single parent and re-routing is not possible.Flow control feedback based scheduler performs better than back pressure based scheduler.

Observation 4: Some companies pointed out that congested IAB node DU may allocate the UL Resources less than the amount of resource requested by child IAB MT. In this way, the IAB node DU could slow down the data rate of ingress bearer to match the data rate of egress bearer.
We are of the opinion that such procedure can only work in a forward manner but not in the reverse, for proper HbH flow to work, flow control feedback would be required.
As, shown simulated in [1] HbH based flow control outperform Back pressure based scheduling.
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Figure 3. UL hop-by-hop flow control simulation result [1]

Proposal 4: HbH based flow control feedback can only be implemented with BAP layer as RLC or lower layers are not aware of congestion, and there is no way to provide feedback to child node.





3	Conclusion

Proposal 1 : Majority of companies support Long BSR with variable size and consists of 256 LCGi and the Buffer Size(s) fields. We also support the same for New Long (Truncated) BSR Format.

Proposal 2: Introduce local re-routing with and without congestion based RLF. If local re-routing by Parent is not supported then IAB child node may not be able to select the appropriate node.

Proposal 3: Introduce flow control feedback even in cases where node is connected to single parent and re-routing is not possible.Flow control feedback based scheduler performs better than back pressure based scheduler.

Proposal 4: HbH based flow control feedback can only be implemented with BAP layer as RLC or lower layers are not aware of congestion, and there is no way to provide feedback to child node.
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