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Introduction
[bookmark: _Ref178064866]This contribution discusses all remaining issues on congestion mitigation and topology adaptation enhancements, e.g., CHO and CP-UP separation.
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CP-UP separation
	Agreements (RAN2#113bis-e meeting)
SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases)
Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases)
Agreements (RAN2#114-e meeting)
NR DLInformationTransfer and ULInformationTransfer messages can be enhanced to transfer F1-C related packets in CP/UP separation.
A new IE named DedicatedInfoF1c can be defined to transfer F1-C related packets via NR RRC message 
F1-C over RRC and F1-C over BAP should not be supported simultaneously on the same parent link.



When RAN2 discussed SRBs used for CP-UP separation, common understanding is that the scenario 1 is almost same as F1-C transfer over E-UTRA supported in Rel-16 IAB and SRB2 is easily agreed for the scenario 1. On the other hand, split SRB2 and SRB3 are proposed to support the scenario 2 and split SRB2 is agreed first because companies don’t want to have different priority of SRB for the scenario 2, i.e., the priority of SRB3 is higher than SRB2 which is used for the scenario 1. Other case, e.g., SRB3, was not discussed in RAN2#114-e meeting and now it is still remained as FFS.
	RAN3 LS on CP-UP separation of Rel-17 IAB (R2-2100040)
· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)





As per the TS 37.340 in the below box, the yellow highlight clearly say that both split SRB and SRB3 can be configured simultaneously. There should be no doubt that this can be also applied to the IAB node as well.
Observation 1. The current specification already allows to configure both split SRB and SRB3 simultaneously. 

	[bookmark: _Toc29248345][bookmark: _Toc37200930][bookmark: _Toc46492796][bookmark: _Toc52568322][bookmark: _Toc60787189]7.6	Split SRB
Split SRB is supported for both SRB1 and SRB2 (split SRB is not supported for SRB0 and SRB3) in all MR-DC cases. RRC PDUs on split SRB are ciphered and integrity protected using NR PDCP.
Split SRB can be configured by the MN in Secondary Node Addition and/or Modification procedure, with SN configuration part provided by the SN. A UE can be configured with both split SRB and SRB3 simultaneously. SRB3 and the SCG leg of split SRB can be independently configured.



Before discussing a potential issue, we would like to clarify what is difference between the scenario 1 and 2. In the scenario 1, RRC messages for the IAB node 2 are transferred to the MCG through SRB0 or SRB1, while F1-C traffic including RRC messages for all descendent UEs are transferred to the same MCG through SRB2 after encapsulating F1-C traffic into RRC container, e.g., ULInformationTransfer.
Observation 2. In the scenario 1, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the same MCG through SRB0/1 and SRB2 respectively. (Not mixed-up in the same SRB in the scenarios 1)

In the scenario 2, however, RRC messages for the IAB node 2 are transferred to the MCG through SRB0 or SRB1, while F1-C traffic including RRC messages for all descendent UEs are transferred to the SCG through split SRB2 after encapsulating F1-C traffic into RRC container, e.g., ULInformationTransfer. That is, the IAB node 2 uses different cell group for transferring F1-C traffic including RRC messages for all descendent UEs and its own RRC messages for IAB node 2, i.e., MCG for its own RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs.
Observation 3. In the scenario 2, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the different cell group, i.e., MCG for RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs. (Mixed-up in the same split SRB 2 in the scenarios 2)

From the IAB node 1 perspective in the scenario 2, both all RRC messages from the IAB node 2 and all RRC messages from a UE are arrived through SRB0 or 1 and same handling will be performed, i.e., all RRC messages from both the IAB node 2 and a UE are transferred to the IAB-donor CU by F1AP procedure (e.g., RRC Message Transfer procedures as specified in TS 38.473). In this condition, if the IAB node 1 support CP-UP separation functionality, F1-C traffic including all RRC messages from both the IAB node 2 and a UE are included into an RRC container, e.g., ULInformationTransfer, and then transferred to the SCG using same split SRB2. Considering that normally the IAB node may support many UEs, RRC messages from the IAB node 2 can be delayed due to already arrived RRC messages from many UEs. This means that connection control for the IAB node 2 may be delayed and in trouble due to RRC messages from UEs.
Observation 4. In the scenario 2, if RRC messages from both UEs and an IAB node are transferred through the same split SRB 2, RRC messages from the IAB node can be delayed by RRC messages from UEs and connection control of the IAB node may be also delayed and get into trouble. 

Of course, it is not clear yet whether all IAB nodes in an IAB topology can support CP-UP separation functionality or only a set of IAB nodes in the IAB topology can support CP-UP separation functionality. In our understanding, anyway the above potential issue can happen regardless of whether all IAB nodes support CP-UP separation functionality or not. This issue should be considered to be resolved in RAN2 for achieving a gain from CP-UP separation functionality.
Proposal 1. SRB3 is used for F1-C transport in the CP/UP-separation scenario 2.
Proposal 2. In the CP/UP-separation scenario 2, a SRB for transferring RRC messages for IAB nodes should be different from a split SRB 2 which is used for transferring RRC messages for UEs.

0. CHO
One outstanding issue related to CHO is, upon CHO of a concerned migrating node, whether descendent nodes of the concerned node and UEs connected to those nodes should be also migrated via mobility, e.g., CHO. As long as we focus on intra-donor migration, we think the descendent nodes and UEs do not have to trigger mobility procedure along with the migrating node, because their serving cell does not change and the L2 context of those UE and descendent nodes are still valid after the migration. Some BAP-related configurations, e.g. routing tables, (and possibly some F1 configuration) of the descendent nodes may need to be updated, but it can be done after the completion of migration, as already specified in RAN3 specification as intra-donor migration procedure.
Proposal 3. For intra-donor CHO of a migrating node, existing intra-donor topology adaptation as specified in RAN3 specification (R16) is applicable to intra-donor CHO without further enhancements in RAN2, i.e.,   descendent IAB nodes and UEs do not automatically perform any form of mobility. 
RAN2 introduced type-2 indication, so now type-2 and type-4 indications are available. RAN2 is also discussing whether to introduce typep3 indication. Some companies think that reception of some (or specific tytpe of) BH RLF indication can be used to trigger CHO. We make the following observations:
· According to the current specification, reception of type-4 indication can already lead to CHO during re-establishment for a IAB-MT, if configured with CHO. 
· Upon reception of type-2 indication by an IAB-MT, if IAB network desires to minimize interruption due to BH RLF of a parent node, it can be beneficial for the IAB-MT to trigger CHO. But, some IAB operators may not want the IAB-MT to trigger CHO in that case so that the original topology is maintained as much as possible. Furthermore, if the IAB-MT is connected with two parents, local re-routing would be better adaptation. 
These all mean that it is hard to specify a single hard-coded behaviors for reception of type-2 indication. More reasonable approach is to have the behaviors configurable. That is, whether to trigger CHO upon reception a specific type of BH RLF indication can be configurable. There are two ways of making it configurable:
· Static indication via RRC: IAB-MT is configured with whether reception of a specific type of BH RLF indication triggers CHO or not, as part of CHO configuration. 
· Dynamic indication within BH RLF indication: Introduce a specific field within BH RLF indication to indicate whether reception of this BH RLF indication should lead to CHO.  
Proposal 4. Whether to trigger CHO upon reception a specific type of BH RLF indication is configurable. Static configuration via RRC and dynamic indication via BH RLF indication are considered for further discussion.  
Some new CHO triggering conditions are proposed by companies, including: 
· Latency-based condition: 
· Load-based condition
For the latency-based condition, it seems that each IAB node on the routing path needs to inspect the accumulated latency for each individual packets (possibly with sampling) over its backhaul and if the experienced delay of the inspected packets is longer than expected, the CHO is triggered for a new route, e.g., a route with shorter hop counts for faster delivery. 
In our view, however, the claimed benefit of the latency-based CHO condition is questionable. For the latency-based CHO, the IAB network operator should carefully pre-provision fast route(s) for each IAB nodes that are configured with the latency-based condition. For such provisioning, substantial amount of backhaul resources of IAB nodes on the fast route(s) needs to be reserved to serve delayed packets. Since it is completely unknown when and how many delayed packets are routed onto the faster route, such predictive resource reservation would be in practice a very challenging task to IAB network operators. If reserved resources are not sufficient, we cannot ensure that the re-routed packets can always benefit from the latency-based CHO. 
We expect that in practical IAB networks maximum IAB hop count over any route would be rather small to satisfy delay budget of packets. This means that the maximum latency gain achievable by dynamic mobility is expected to be small. Furthermore, we note that delay performance is fairly dynamically changing in wireless network. Considering that CHO itself adds interruption (in this case the mobility is conditional topology adaptation), if latency-based CHO is triggered too frequently due to too aggressive CHO latency condition, overall system performance could be degraded and give rise to network instability, and if latency-based CHO is triggered too infrequently due to too conservative CHO latency condition, no meaningful gain is attempted from the beginning in overall sense. 
So, we think the expected delay benefit provided by latency-based CHO condition is not promising but possibly yields network instability and performance degradation. 
Proposal 5. Do not introduce latency-based CHO conditions. 
For the load-based condition, each IAB node needs to monitor its backhaul load status and if the load exceeds some threshold, it triggers CHO towards a new parent with less backhaul load. In our view, load-based CHO condition it is hard to provide meaningful benefit for the following reasons. Similar observations we made for delay-based CHO conditions are also applicable to load-based CHO conditions, as follows. 
First, we think “load” is a partial and informative indicator of the backhaul performance, and any chosen metric of “load” is hard to be translated into a well-defined performance metric such as delay or throughput. The load status of a backhaul in general changes dynamically. Currently an IAB node does not know the dynamic load status of parent or neighboring candidates. Therefore, it is not clear what metric the load-based CHO conditions should use. In fact, for a backhaul, it is not straightforward to parameterize “load” of the backhaul.
Second, it is very hard for network to choose good load thresholds. Note that there is a fundamental trade-off between the claimed benefit and network stability. If load-based CHO is configured with aggressive load conditions, more frequent CHOs will be triggered, which could jeopardize network stability. If load-based CHO is configured with conservative load condition, CHO will rarely happen, and the claimed benefit would then diminish. The fact that mobility (CHO) itself adds interruption/delay complicates the choice of load thresholds. 
So, we think the expected delay benefit provided by load-based CHO condition is not promising but possibly yields network instability and performance degradation. 
Proposal 6. Do not introduce load-based CHO conditions. 

Congestion mitigation
As the plenary guidance made in RAN#93-e, RAN2 deprioritize enhancements to improve topology-wide fairness and multi-hop latency and only congestion mitigation can be discussed in RAN2 now. 
The first possible issue for congestion mitigation is that long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms. Someone may think that this is RAN2 issue. However, we are reluctant to say that this is a RAN2 issue because the best way to handle long-term downstream congestion is to make the IAB donor CU throttle down downstream traffics toward long-term congested IAB node. In other words, end-to-end (E2E) flow control would be a better option than hop-by-hop flow control because the E2E flow control can be reached to IAB donor CU-UP, but the hop-by-hop flow control cannot be reached to IAB donor CU-UP. 
In addition, the related issue has been discussed in RAN3 and they finally decided to introduce CP-based congestion mitigation solution to handle this problem. In our understanding, RAN3 work for supporting CP-based congestion mitigation is almost done and there are a few typical issues left. Thus, we think that it is much better to rely on RAN3 CP-based congestion mitigation solution for resolving long-term downstream congestion problem.
Observation 5. Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, but this can be resolved by E2E flow control which is RAN3 territory.
Proposal 7. RAN2 should not discuss the issue on long-term downstream congestion problem and rely on RAN3 CP-based congestion mitigation solution for this issue.

For the UL hop-by-hop flow control issue, we still would like to emphasize that RAN2 already discussed this UL hop-by-hop flow control issue sufficiently and final decision is not to include this in the Rel-17 IAB identified issue as discussed in RAN2#113-e. When RAN2 discussed Fairness/Latency/Congestion issues in R2-2101168, there is a clear proposal (i.e., “IC-3: Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion, as there is no UL HbH flow control in Rel-16 (apart from uplink scheduling which serves this purpose, but up to a point)”) and this proposal was eventually deprioritized in Rel-17 IAB. We think that this RAN2 decision should be respected and followed. If RAN2 allows company to reopen the deprioritized issues, another deprioritized issues will come again which may disturb discussions for main RAN2 issues for Rel-17 IAB. If companies really want to do this, it would be good to revisit this issue at the next release.
Observation 6. When RAN2 sorted out issues pursuing in the Rel-17 IAB, UL hop-by-hop flow control is already sufficiently discussed as an independent issue and this is finally deprioritized.
Observation 7. If RAN2 allows company to reopen the already deprioritized issues, all deprioritized issues will come again to have same discussion which must disturb progress of main RAN2 issues for Rel-17 IAB. Considering very low progress of Rel-17 IAB, this should be avoided.
Proposal 8. UL hop-by-hop flow control is not supported in Rel-17 IAB.

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations and proposals:
Observation 1. The current specification already allows to configure both split SRB and SRB3 simultaneously. 
Observation 2. In the scenario 1, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the same MCG through SRB0/1 and SRB2 respectively. (Not mixed-up in the same SRB in the scenarios 1)
Observation 3. In the scenario 2, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the different cell group, i.e., MCG for RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs. (Mixed-up in the same split SRB 2 in the scenarios 2)
Observation 4. In the scenario 2, if RRC messages from both UEs and an IAB node are transferred through the same split SRB 2, RRC messages from the IAB node can be delayed by RRC messages from UEs and connection control of the IAB node may be also delayed and get into trouble. 
Observation 5. Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, but this can be resolved by E2E flow control which is RAN3 territory.
Observation 6. When RAN2 sorted out issues pursuing in the Rel-17 IAB, UL hop-by-hop flow control is already sufficiently discussed as an independent issue and this is finally deprioritized.
Observation 7. If RAN2 allows company to reopen the already deprioritized issues, all deprioritized issues will come again to have same discussion which must disturb progress of main RAN2 issues for Rel-17 IAB. Considering very low progress of Rel-17 IAB, this should be avoided.

Proposal 1. SRB3 is used for F1-C transport in the CP/UP-separation scenario 2.
Proposal 2. In the CP/UP-separation scenario 2, a SRB for transferring RRC messages for IAB nodes should be different from a split SRB 2 which is used for transferring RRC messages for UEs.
Proposal 3. For intra-donor CHO of a migrating node, existing intra-donor topology adaptation as specified in RAN3 specification (R16) is applicable to intra-donor CHO without further enhancements in RAN2, i.e.,   descendent IAB nodes and UEs do not automatically perform any form of mobility. 
Proposal 4. Whether to trigger CHO upon reception a specific type of BH RLF indication is configurable. Static configuration via RRC and dynamic indication via BH RLF indication are considered for further discussion.  
Proposal 5. Do not introduce latency-based CHO conditions. 
Proposal 6. Do not introduce load-based CHO conditions. 
Proposal 7. RAN2 should not discuss the issue on long-term downstream congestion problem and rely on RAN3 CP-based congestion mitigation solution for this issue.
Proposal 8. UL hop-by-hop flow control is not supported in Rel-17 IAB.
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