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1 Introduction

In RAN-93e, it was agreed that [1]: 

Enhancements to improve topology-wide fairness and multi-hop latency to be deprioritized.

However, congestion mitigation, specifically in the UL, was still left within the scope of rel-17. In this contribution, we provide further input regarding that.   
2 Discussion
In a multi-hop IAB network, data congestion may occur at intermediate IAB nodes, which may lead to packet drops if left unresolved. Though higher layer protocols such as TCP can be used to assure reliability, TCP congestion avoidance and slow start mechanisms can be very costly to overall end to end performance (e.g., throughput degradation). For this reason, in rel-16, flow control mechanisms were standardized for the DL. 

The DL E2E flow control is based on the DL Data Delivery Status (DDDS) specified for CU/DU split architecture in NR rel-15 (TS 38.425). In DDDS, the DU (in the context of IAB networks, the DU part of the access IAB node) reports to the CU (in the context of IAB networks, the donor CU) information such as the desired buffer size per DRB, desired data rate per DRB, the highest successfully delivered PDCP SN, lost packets (i.e., not ACKed by the DU at RLC level), etc. In rel-16, only access IAB nodes perform DDDS (i.e., IABs report only information concerning the DRBs of the UEs that they are directly serving) and no information is provided regarding the BH RLC channels.

For DL H2H flow control, an IAB node generates a flow control message (which is also a BAP control PDU) when its buffer load exceeds a certain level or when it receives a flow control polling message from a peer BAP entity (e.g., a parent node). In rel-16, the H2H flow control information indicates the available buffer size and can be at the granularity of BH RLC channels or destination routing ID. The node receiving the flow control message can use the information to control the traffic flow towards the sender (e.g., throttle or pause the traffic associated with certain BH RLC channel or/and destination if the flow control message indicated a low available buffer for the concerned traffic, increase the traffic flow if the flow control was indicating a high available buffer value, etc). In rel-16, the exact actions taken on reception of the flow control message and the configurations/values of thresholds and other parameters to trigger flow control message (e.g., buffer threshold values, polling timers, etc) are not specified and left to IAB/network implementation.

Apart from pre-emptive BSR, no specific enhancement related to UL flow control has been specified in rel-16. That is, legacy NR mechanisms are applied where an IAB node controls the flow of UL data from its children nodes and UEs by providing them with proper UL scheduling grants based on the BSR received from them. 
Observation 1:
In rel-16, only DL H2H flow control enhancements were specified.  
It can be argued that the IAB node, by being the entity that controls the UL scheduling fully, can prevent UL data buffer buildup by dynamically adjusting the scheduling grants it is providing to its children IAB nodes and UEs. Increasing the number of LCGs, which was discussed above in the context of multi-hop latency, could also enhance congestion mitigation to some extent by letting the IAB know exactly which BH RLC channel has pending data. However, relaying only on controlling the scheduling over the link to the child may lead to overall sub optimal performance (e.g., very good radio conditions between an IAB node and its child remains idle and will not be taken advantage of because the IAB node is not getting scheduled on the link to a parent node). 

Observation 2:
An IAB node can avoid congestion on its UL via proper scheduling based on received BSRs from children and available/expected grant and radio conditions on the link to a parent. However, this will not prevent UL buffer build up in descendant nodes and UEs, which may also lead to overall sub-optimal usage of radio resources.  

Based on the above observations, we propose:
Proposal 1:
RAN2 to introduce UL H2H flow control mechanism for better congestion mitigation via improved UL scheduling and resource utilization. 

3 Conclusion
In this contribution, the following observation were made regarding congestion mitigation in IAB networks: 

Observation 1:
In rel-16, only DL H2H flow control enhancements were specified.  
Observation 2:
An IAB node can avoid congestion on its UL via proper scheduling based on received BSRs from children and available/expected grant and radio conditions on the link to a parent. However, this will not prevent UL buffer build up in descendant nodes and UEs, which may also lead to overall sub-optimal usage of radio resources.  

Based on these observations, the following proposals were made:

Proposal 1:
RAN2 to introduce UL H2H flow control mechanism for better congestion mitigation via improved UL scheduling and resource utilization.
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