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1	Introduction
RAN2 has agreed on “option 4”, where the boundary node changes the BAP header based on BAP routing ID for partial inter-donor migration. Further discussion on this topic took place during RAN2#115-e.
The agreements reached so far on this topic are summarized in the following:

	From RAN2#114-e:
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4

From RAN2#115-e:
For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.
Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.
For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
RAN2 to further discuss the open issues for inter-CU routing:
What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated traffic;
How to determine whether a data should be delivered to upper layer (for downstream);
How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).
As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.




The topic of partial migration has been also the subject of the email discussion [1]. In this contribution, we analyse open issues about this topic focusing on the protocols and procedures affecting the boundary IAB node.
[bookmark: _Ref178064866]2	Partial inter-donor migration 
Inter-donor topology adaptation becomes relevant when the “boundary” IAB node is multi-connected to parent nodes of different donors, or when the IAB node has single connectivity with a parent node of a target donor while the F1 contexts of the boundary node’s IAB-DU, and all the descendant IAB-MTs/DUs, as well as UEs are still handled by the source CU.
In short, the partial inter-donor migration can be represented by the illustration in Figure 1 for both a dual connected and a single-connected boundary IAB node.
[image: ]
[bookmark: _Ref85212247]Figure 1: Partial inter-donor migration for a dual-connected boundary IAB node, and for a single-connected boundary IAB node
2.1 Triggering conditions for the BAP header rewriting
The use cases for the partial inter-donor migration were studied by RAN3 at the beginning of this Rel.17 IAB WI. In particular, the following scenarios were considered by RAN3:
	From RAN3#111 agreements:
13.2.1 Inter-Donor IAB Node Migration
To enhance robustness and load balancing, and to reduce signaling load
For IAB nodes connected to 2 donors, robustness and load balancing can be supported by using simultaneous connectivity
For IAB nodes connected to a single donor, IAB-MT migration between IAB-donors can support robustness and load balancing; the Xn handover preparation procedure is taken as baseline.



Hence in our view, the above implies that in case the IAB node is already in dual connected mode, a partial inter-donor migration can be triggered either by load balancing purposes, i.e. some of the traffic originally routed via the MCG is now configured to be routed via the SCG, or because of radio link problems in the MCG. The latter implies BH RLF in the MCG and reception of the type-2 RLF indication. 
On the other hand, if the IAB node is single-connected, then the partial inter-donor migration may be triggered by a BH RLF upon which the IAB node re-establishes to another CU, or by load balancing policies at the source CU which handovers the IAB node to a target CU. Type-2 RLF cannot be a trigger for partial migration in this case, because RAN2 has agreed in RAN2#114-e that type-2 RLF cannot trigger a reestablishment.
Obviously a precondition for the partial migration is that BAP header rewriting configuration is provided to the IAB node.
[bookmark: _Ref85401008][bookmark: _Toc85743959]For a dual-connected IAB node, the conditions for applying the BAP header rewriting for inter-donor routing are:
a. [bookmark: _Toc85743960]RLF experienced in the BH link of the MCG
b. [bookmark: _Toc85743961]Type-2 RLF reception in BH link of the MCG
c. [bookmark: _Toc85743962]Configuration for re-routing of certain BH traffics, due to load balancing
[bookmark: _Ref85401012][bookmark: _Toc85743963]For a single-connected IAB node, the conditions for applying the BAP header rewriting for inter-donor routing are:
d. [bookmark: _Toc85743964]RLF experienced in the BH link
e. [bookmark: _Toc85743965]Configuration for performing inter-donor partial migration

From RAN3 agreements, it can be concluded that the target donor CU, i.e., the target CU, assigns all the ingress (for DL) and egress (for UL) BH RLC channels of the boundary IAB node as well as updates the routing tables for the intermediate IAB nodes (under target CU domain) for routing packets to/from the IAB boundary node. Since the F1-connection of the boundary node is still controlled by source CU, the assigned BH RLC channels and BAP routing IDs affecting the IAB boundary node should be communicated by the target CU to the source DU so that it can configure the boundary IAB node accordingly. The source CU still manages all the configurations of BH RLC channels and routing tables to allow BH communications between the boundary IAB node (along with its descendant nodes and the UEs) and the source CU.
The remaining issue is how the boundary IAB node is configured to reach the child nodes or the respective CUs and the behaviour of the boundary node to route the packets.
2.2	Solution description for partial migration
The solution adopted for partial migration is the so-called option 4. The fundamental assumption of option-4 is that the F1-connection is retained by the source node, and all packets transmitted via the target CU are still terminated at the source DU as shown in Figure 1.
A critical aspect in this solution is the role of the boundary node, i.e. the node that perform the partial migration and that works as the interface between packets traversing the two topologies. In our view, this solution should be designed in such a way to minimize the specification work. More specifically to minimize:
· signalling overhead in the Uu and F1 interfaces
· coordination/negotiation between source and target CUs
· reconfiguration for the child nodes 
[bookmark: _Toc85743966]RAN2/RAN3 aims at solutions that:
-	as a general rule, do not require inter-node coordination between source donor and target donor for BAP, PDCP, RLC, and MAC configurations and do not require to exchange the network topology and configuration;
- 	introduce minimum signalling overhead over the Xn, F1 and Uu;
- 	impact less number of nodes, require minimum number of RRC reconfigurations avoiding reconfiguring the boundary node’s child nodes.
Given the above principles, the following functionalities should be designed at the IAB node.
1) The boundary IAB node MT would receive all the DL traffic from the source CU routed via the target CU network. And for the UL, the boundary IAB node would receive the UL traffic from the ancestor IAB nodes that should be routed via the target topology
2) The boundary IAB node adds/updates the BAP header. 
a. In the DL, the boundary IAB node will use a BH rewriting table to convert BAP addresses from the target CU network to the source CU network. The BAP header that the boundary IAB DU will add/update, will contain values valid in the source CU network.
b. In the UL, the boundary IAB node will use a BAP rewriting table to convert BAP addresses from the source CU network to the target CU network, together with UL routing rules. The BAP header that the boundary IAB MT will add/update, will contain values valid in the source or target CU network depending how the data is routed.
One issue addressed in the email discussion [1] is how the boundary IAB node figures out that an incoming BAP PDU should be subject to “BAP header rewriting”. In our view, the discussion should be split between upstream and downstream since there are some different implications
2.2.1 BAP operations for the downstream
Example 1: Add the boundary node’s BAP address, in the BAP PDU header in the first topology;
Example 2: Add some proxy/pseudo BAP address of the real destination;
In the first example, the BAP address included in the BAP header of an incoming BAP PDU has the BAP address of the boundary IAB node as destination, whereas in the second example, the BAP address included in the BAP header is a pseudo address assigned by the target node for the real destination. 
In our view, Example 1 implies that there should be another way for the boundary IAB node to distinguish a packet which is really terminated at the boundary IAB node and a packet for which BAP header rewriting has to be performed (i.e. that has to be forwarded to a descendant node). For this reason, Example 2 seems to be simpler, given that RAN2 agreed to perform BAP header rewriting at BAP layer, i.e. based on BAP Routing ID. The target CU needs to provide the source CU with a list of “pseudo” BAP addresses for each destination to serve under the boundary IAB node. The source CU will then provide the boundary IAB node with the BAP rewriting table which (as previously mentioned) maps the original BAP addresses assigned by the source CU to the pseudo BAP addresses assigned by the target CU network. In this way, the CU2 does not need to know the real BAP addresses when injecting packets into the CU2 topology.
In particular, the pseudo-BAP addresses should be included in a BAP rewriting table to be configured at the IAB node that maps the Previous Routing ID (which include the pseudo BAP address) to the new BAP Routing IDs
[bookmark: _Ref78980882][bookmark: _Toc85743967]For downstream traffic, BAP header rewriting at the IAB boundary node is based on a BAP rewriting table that maps the Previous Routing IDs (including the pseudo-BAP addresses of the real destinations assigned by the target CU), to the New BAP Routing IDs (previously assigned by the source CU) under the IAB boundary node.
[bookmark: _Toc85743818]The solution in Proposal 4 for downstream traffic avoids introducing new procedures at BAP layer of the boundary IAB node to distinguish whether a packet is destined to the IAB boundary node or to another descendant IAB node. It also avoids the signalling needed to inform the target CU about the real BAP addresses.
Hence, given the above, the receiving part of the BAP entity of the boundary IAB node does not need to be changed compared with legacy, i.e. the receiving part checks whether the BAP destination indicated in the received packet corresponds to the BAP address of the boundary IAB node. If it corresponds, the packet is delivered to the higher layers, otherwise it is passed to the transmitting part of the BAP entity. The only difference is that since the boundary IAB node is now connected from a BH perspective to two different donor DUs, it will have assigned two BAP addresses.
[bookmark: _Toc85743968]For downstream, the receiving part of the BAP entity of the boundary IAB node (i.e. the MT) determines whether a packet needs to be delivered to the upper layers as in legacy, i.e.  it checks whether the BAP destination indicated in the received packet corresponds to the BAP address of the boundary IAB node. If it corresponds, the packet is delivered to the higher layers, otherwise it is passed to the transmitting part of the BAP entity. No changes to the legacy BAP specification are needed.
[bookmark: _Toc85743969]The boundary IAB node is configured with two BAP addresses, one provided by the source CU, one by the target CU.
On the other hand, the transmitting part of the BAP entity if it receives a packet from the target topology, checks if for the BAP routing ID in the header there is any matching entry “previous BAP routing ID” in the BAP rewriting table. If there is a matching entry, the BAP header is rewritten with the corresponding “New Routing ID”.
[bookmark: _Toc85743970]For downstream, the transmitting part of the BAP entity of the boundary IAB (i.e. the DU) inspects the BAP routing ID of the ingress packet and replaces it with the “New Routing ID” matching the “Previous BAP routing ID” entry in the BAP rewriting table. 
One issue in the above procedure is the possible collision between BAP pseudo addresses and real BAP destination assigned by the source CU for any descendant node under the boundary IAB node. In case this happens, the transmitting part of the BAP entity may apply the BAP rewriting table and hence the BAP header rewriting also to packets coming from the source CU. This is certainly undesirable, but we believe that this scenario will in practice never occurs. The transmitting part of the BAP entity knows whether the packet came from the source or from the target topology. Hence, since all packets coming from the target topology need to be subject to BAP header rewriting, the transmitting part of the BAP entity in the downstream can simply apply the BAP rewriting table to all packets coming from the target topology, whereas for all the packets coming from the source, only the legacy routing table needs to be checked. For this reason, even if there is a collision between pseudo-BAP addresses and the real BAP addresses of some of the descendant nodes of the IAB boundary node, that will not impact the BAP header rewriting operations.
[bookmark: _Toc85743971]For downstream, a potential collision in the BH rewriting table, between a pseudo BAP address assigned by the target CU and a real BAP address assigned by the source CU for a descendant node of the IAB boundary node, is not a problem. The IAB node implementation can handle it, since only the packets coming from the target topology should be subject to BAP header rewriting.
2.2.2 BAP operations for the upstream
For upstream traffic, the BAP header rewriting can also be based on a similar BAP rewriting table. Specifically, in this case, the BAP rewriting table should map the BAP addresses of the IAB donor DU(s) (which are the destination of the upstream traffic) under the source topology to the BAP addresses of the IAB donor DU(s) under the target topology. That is to avoid any reconfiguration of the routing tables at the IAB access nodes, i.e. only the boundary IAB node is affected by the migration and not its descendant access IAB nodes.
We also note that for the upstream, the receiving part of the BAP entity of the boundary IAB node is not impacted by the partial migration procedure (and hence by the BAP header rewriting) since the boundary IAB node can never be the receiver of upstream traffic. 
[bookmark: _Toc85743972]For upstream, the receiving part of the BAP entity of the boundary IAB node (i.e. the DU) is not impacted by the partial migration, since the upstream traffic can never be terminated in the boundary node.
On the other hand, the transmitting part of the BAP entity before performing the inter-donor re-routing/BAP header rewriting should first verify whether any triggering condition on the upstream traffic is verified. As proposed in Proposal 1 and Proposal 2, the egress link of the source topology may be affected by RLF, or some load balancing policies should be applied to the incoming traffic. The checking of such conditions for inter-donor routing (and hence for BAP header rewriting) is not needed for the downstream, because in the downstream all the packets coming from the target topology should be subject to header rewriting.
[bookmark: _Toc85743973]For upstream, the IAB node (e.g. the MT), unlike the downstream, needs to check if the triggering conditions in Proposal 1 and Proposal 2 are verified before performing the BAP header rewriting.
If from the check of the triggering conditions, it is determined that the BAP header rewriting can be applied, the IAB node will check the BAP rewriting table and will then replace the previous routing ID (containing the BAP destination of the source donor DU) with the new routing ID (containing the real BAP destination of the target donor DU). We note that the new routing ID in the case of the upstream includes the real BAP destination of the donor target DU, rather than the pseudo-BAP address. That is because the new BAP routing ID needs to be understood by the ancestor nodes under the target topology, so that they do not need to be re-configured with new routing tables. 
[bookmark: _Ref78981156][bookmark: _Toc85743974]For upstream, BAP header rewriting at the IAB boundary node is based on a BAP rewriting table that maps the Previous Routing IDs (including the BAP address) of the source topology, to the new BAP Routing IDs (including the real BAP address of the target donor DU) of the target topology.
[bookmark: _Toc85743975]For upstream,  the transmitting part of the BAP entity of the boundary IAB (i.e. the MT) if it determines that the pre-conditions for BAP header rewriting are fulfilled, it inspects the BAP routing ID of the ingress packet and replaces it with the “New Routing ID” matching the “Previous BAP routing ID” entry in the BAP rewriting table.
2.2.3 Other issues
In the email discussion [1], it is also discussed whether for the BAP rewriting table with need to explicitly differentiate the upstream entries from the downstream entries. This may be needed if there will be possibility for any ambiguity on the upstream and downstream entries. However, we note that for this to happen, it is necessary that the any previous routing ID for the downstream collides with any previous routing ID for the upstream, namely that a pseudo-BAP address assigned by the target CU for a downstream destination (IAB access node) collides with the BAP address of the source donor DU, as well as the PATH ID. This should be a rare event, but if that happens it will be sufficient for the source CU to ask the target CU to provide new pseudo-BAP addresses for the IAB destination access nodes. 
[bookmark: _Toc85743976]There is no need to indicate whether an entry of the BAP header rewriting BAP rewriting table is applicable to the upstream or to the downstream. In the very rare event of a collision between the BAP address of the source donor DU and any of the pseudo-BAP addresses of the destination IAB access node, the source CU can ask the target CU to provide new pseudo-BAP addresses. 
Following the above proposal, we also do not need any indicator to differentiate the upstream and downstream entries of the routing table configurations for the selected of the egress link, i.e. next hop. The BAP routing ID in the routing table that has to be considered is the New BAP Routing ID, i.e. the BAP Routing ID selected after the BAP header rewriting configuration. Hence the ambiguity can only occur if the New BAP Routing ID selected for the upstream collides with the BAP Routing ID used by the source topology in the downlink. For this to occur, it is necessary that the BAP address of the target donor DU (which appear in the New BAP Routing ID after upstream BAP header rewriting) collides with the BAP address of an IAB destination node (i.e. IAB access node for downstream or source donor node for upstream) and that also the PATH IDs collide. This is a very rare situation that we should not address in the standard.
[bookmark: _Toc85743977]There is no need to indicate whether an entry of the BAP routing table is applicable to the upstream or to the downstream. It is a very rare event that the IAB address of the target donor DU collides with the BAP address of an IAB access node, and also the PATH IDs collide.
For the same reasoning, we believe that there is no need to introduce indicator to differentiate the BH routing table configuration entries associated to the concatenated traffic (i.e. the traffic routed via the second topology), and the non-concatenated traffic (i.e. the ordinary traffic routed via the first topology). For the concatenated downstream traffic, the BH routing configuration is inspected after the BAP header rewriting. Hence for the downstream all the BAP routing IDs handled by the transmitting part of the BAP entity pertain the source topology, and are configured by the source CU, so there cannot be any ambiguity. Similarly, for the concatenated upstream, the BH routing configuration is inspected after the BAP header rewriting. Hence ambiguity in the BH routing table configuration can only occur if one of the BAP routing ID configured for the upstream concatenated traffic is colliding with a BAP routing ID configured for the upstream non-concatenated traffic. However, this can only occur if the BAP address of the source donor DU is colliding with the BAP address of the target donor DU, and also the PATH ID. Moreover, this can also be solved during network planning.
[bookmark: _Toc85743978]There is no need to indicate whether an entry of the BAP routing table is applicable to the concatenated or non-concatenated traffic. It is a very rare event that can be solved via network planning if the IAB address of the target donor DU collides with the BAP address of source donor DU, and also the PATH IDs collide.
Other issue addressed in [1] is the impact on BH RLC Channel mapping configuration. The BH RLC mapping implies mapping ingress BH RLC channel into egress BH RLC channel based on the prior hop, and next hop selected from the routing table. Since this impact also the QoS across the two topologies, RAN3 also is required to discuss this, so we propose wait for RAN3 progress before discussing this.
[bookmark: _Toc85743979]FFS the handling of the BH RLC Channel mapping configuration.
4 Conclusion
In the previous sections we made the following observations: 
Observation 1	The solution in Proposal 4 for downstream traffic avoids introducing new procedures at BAP layer of the boundary IAB node to distinguish whether a packet is destined to the IAB boundary node or to another descendant IAB node. It also avoids the signalling needed to inform the target CU about the real BAP addresses.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For a dual-connected IAB node, the conditions for applying the BAP header rewriting for inter-donor routing are:
a.	RLF experienced in the BH link of the MCG
b.	Type-2 RLF reception in BH link of the MCG
c.	Configuration for re-routing of certain BH traffics, due to load balancing
Proposal 2	For a single-connected IAB node, the conditions for applying the BAP header rewriting for inter-donor routing are:
a.	RLF experienced in the BH link
b.	Configuration for performing inter-donor partial migration
Proposal 3	RAN2/RAN3 aims at solutions that: - as a general rule, do not require inter-node coordination between source donor and target donor for BAP, PDCP, RLC, and MAC configurations and do not require to exchange the network topology and configuration; -  introduce minimum signalling overhead over the Xn, F1 and Uu; -  impact less number of nodes, require minimum number of RRC reconfigurations avoiding reconfiguring the boundary node’s child nodes.
Proposal 4	For downstream traffic, BAP header rewriting at the IAB boundary node is based on a BAP rewriting table that maps the Previous Routing IDs (including the pseudo-BAP addresses of the real destinations assigned by the target CU), to the New BAP Routing IDs (previously assigned by the source CU) under the IAB boundary node.
Proposal 5	For downstream, the receiving part of the BAP entity of the boundary IAB node (i.e. the MT) determines whether a packet needs to be delivered to the upper layers as in legacy, i.e.  it checks whether the BAP destination indicated in the received packet corresponds to the BAP address of the boundary IAB node. If it corresponds, the packet is delivered to the higher layers, otherwise it is passed to the transmitting part of the BAP entity. No changes to the legacy BAP specification are needed.
Proposal 6	The boundary IAB node is configured with two BAP addresses, one provided by the source CU, one by the target CU.
Proposal 7	For downstream, the transmitting part of the BAP entity of the boundary IAB (i.e. the DU) inspects the BAP routing ID of the ingress packet and replaces it with the “New Routing ID” matching the “Previous BAP routing ID” entry in the BAP rewriting table.
Proposal 8	For downstream, a potential collision in the BH rewriting table, between a pseudo BAP address assigned by the target CU and a real BAP address assigned by the source CU for a descendant node of the IAB boundary node, is not a problem. The IAB node implementation can handle it, since only the packets coming from the target topology should be subject to BAP header rewriting.
Proposal 9	For upstream, the receiving part of the BAP entity of the boundary IAB node (i.e. the DU) is not impacted by the partial migration, since the upstream traffic can never be terminated in the boundary node.
Proposal 10	For upstream, the IAB node (e.g. the MT), unlike the downstream, needs to check if the triggering conditions in Proposal 1 and Proposal 2 are verified before performing the BAP header rewriting.
Proposal 11	For upstream, BAP header rewriting at the IAB boundary node is based on a BAP rewriting table that maps the Previous Routing IDs (including the BAP address) of the source topology, to the new BAP Routing IDs (including the real BAP address of the target donor DU) of the target topology.
Proposal 12	For upstream,  the transmitting part of the BAP entity of the boundary IAB (i.e. the MT) if it determines that the pre-conditions for BAP header rewriting are fulfilled, it inspects the BAP routing ID of the ingress packet and replaces it with the “New Routing ID” matching the “Previous BAP routing ID” entry in the BAP rewriting table.
Proposal 13	There is no need to indicate whether an entry of the BAP header rewriting BAP rewriting table is applicable to the upstream or to the downstream. In the very rare event of a collision between the BAP address of the source donor DU and any of the pseudo-BAP addresses of the destination IAB access node, the source CU can ask the target CU to provide new pseudo-BAP addresses.
Proposal 14	There is no need to indicate whether an entry of the BAP routing table is applicable to the upstream or to the downstream. It is a very rare event that the IAB address of the target donor DU collides with the BAP address of an IAB access node, and also the PATH IDs collide.
Proposal 15	There is no need to indicate whether an entry of the BAP routing table is applicable to the concatenated or non-concatenated traffic. It is a very rare event that can be solved via network planning if the IAB address of the target donor DU collides with the BAP address of source donor DU, and also the PATH IDs collide.
Proposal 16	FFS the handling of the BH RLC Channel mapping configuration.
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