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1	Introduction
Related to inter-CU (or inter-topology) routing and rerouting the following agreements were reached in the previous RAN2 meeting.
	· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration. 
· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU. 
· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting. 
· RAN2 to further discuss the open issues for inter-CU routing: 
· What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node); 
· How to differentiate the concatenated traffic and non-concatenated traffic; 
· How to determine whether a data should be delivered to upper layer (for downstream); 
· How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology). 
· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing. 
· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing. 


RAN3 has made the following agreements related to inter-CU routing and rerouting:
	The boundary IAB node belongs to two topologies of two donor CUs
Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node
The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.
WA: boundary and descendant nodes may have a different F1-termination node. 
Inter-topology BAP routing option 4 (BAP header rewriting based on BAP routing ID) is supported.  
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology. 
The boundary-node’s two BAP addresses can have the same or different values.
RAN3#113e: 
1a: RAN3 assumes that the boundary node has only one BAP address in each topology. 
1b: RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers. 
1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit. 
Proposal 1a to 1e are current best assumptions in RAN3. They need to be confirmed and validated against the work in RAN2.


RAN3 has also indicated the following preferences to RAN2:
		One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
	RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
	RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
	FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.



RAN3 has made a modelling assumption for inter-CU routing such that there is a single boundary node for a connection between two topologies. And therefore, that boundary node belongs to two topologies of two donor-CUs.
During the RAN2 email discussion on IAB inter-CU routing open issues, it has become evident that this assumption significantly complicates the BAP design and creates several open issues, e.g., those listed above in RAN2 agreements.
In this contribution we discuss an alternative approach where an inter-topology link is handled by two boundary nodes: one for upstream (the child node of the inter-topology link, i.e., same node as assumed by RAN3) and one for downstream (the parent node of the inter-topology link). It turns out that this boundary node modelling significantly simplifies the BAP design and solves all the open issues (most of them become obsolete).
2	Inter-CU routing with two boundary nodes per inter-topology link
Figure 1 shows inter-CU topology redundancy as well as inter-CU partial migration cases. RAN3 has assumed so far that in both cases IAB-node IAB2 is a boundary node. It has turned out that this significantly complicates BAP design and therefore, also the configuration of BAP via F1AP.
We have looked at an alternative where there are two boundary nodes for each inter-topology link, one for upstream and one for downstream. Therefore, all the nodes are in one topology only, also the boundary nodes, which simplifies the configuration. The boundary node is always at the transmitting side of the inter-topology link:
-	Boundary IAB node (upstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU. (IAB-2 in the figure) (same as RAN3)
-	Boundary IAB node (downstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a child DU. (IAB-3 in the figure)
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Figure 1: a) Inter-CU topology redundancy and b) inter-CU partial migration
Thus, in Figure 1, the upstream boundary node IAB2 is and remains in green topology and the downstream boundary node IAB3 in the blue topology. The link between the boundary nodes isn an inter-topology link. With this modelling, the header rewriting for inter-topology links always happens in the transmitter side of the inter-topology link and, therefore, all IAB-nodes always receive BAP PDUs with Routing IDs from its own topology.
Observation 1: There are two boundary nodes per inter-topology link, a boundary node for upstream and another for downstream. 
Observation 2: A boundary IAB-node belongs to one topology only.
Observation 3: Header rewriting always happens in the transmitter side of the inter-topology link, both for upstream and downstream.
Observation 4: IAB-nodes always receive BAP PDUs with Routing IDs from its own topology. Therefore, Rel16 spec can be reused for the receiving side of inter-topology links.
Each route via the other topology is allocated with a pseudo Routing ID which is rewritten in the boundary node before passing the PDU to the other topology node.
Observation 5: Pseudo Routing IDs are used for routes passing via the other topology.
With this modelling, inter-topology routing becomes very simple:
-	normal Rel16 routing or rerouting is performed based on the Routing ID in the BAP PDU header
-	if the selected egress link is an inter-topology link, then the Routing ID in the BAP PDU header is rewritten with the configured New Routing ID
-	New Routing ID can be added to the routing configuration for those entries whose Next Hop node is in the other topology
One of the benefits of this modelling is that upstream and downstream behaviour remain the same like in Rel16, i.e., there is no need to have separate behaviour for upstream and downstream. This is different from the single boundary node option where the boundary node needs to additionally consider the ingress topology information for the UL.
Observation 6: Inter-topology (re)routing becomes simple: normal Rel16 (re)routing based on Routing ID -> header rewriting if selected egress link in other topology.
Observation 7: Benefit: upstream and downstream behaviour remain the same as in Rel16.
Based on the above we propose to change the boundary node modelling.
Proposal 1: In order to simplify BAP behaviour, change the boundary node modelling such that there are separate boundary nodes for upstream and downstream traffic.
This modelling change simplifies the BAP (and F1AP) spec significantly since all the changes are at the transmitter side:
-	Only Routing section requires changes; other sections work as in Rel16.
-	Same spec works for both upstream and downstream, same as in Rel16.
-	Even multiple boundary nodes, i.e., where the routing path goes from one topology to another and back several times, is also supported when configured by CUs.
Implications to RAN3:
When the two boundary node modelling is adopted, the following RAN3 agreements need to be revisited:
	The boundary IAB node belongs to two topologies of two donor CUs
1a: RAN3 assumes that the boundary node has only one BAP address in each topology.


With the new modelling each boundary node only belongs to one topology and therefore, only one BAP address needs to be allocated. That BAP address is used as in Rel16 to determine whether the packet should be delivered to upper layers.
Observation 8: Each IAB-node, including boundary nodes, is allocated with one BAP address from its own topology.
Implications to RAN2: 
It was agreed in the previous RAN2 meeting to further discuss some open issues for inter-CU routing. All these open issues have a straightforward answer when two boundary node modelling is adopted:
-	What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
-	With two boundary node modelling, BAP Routing ID in the BAP header is the normal BAP Routing ID for intra-topology traffic and pseudo BAP Routing ID for inter-topology traffic. Boundary node replaces the pseudo Routing ID with the real (other topology) Routing ID. And each node only receives BAP PDUs with Routing IDs from its own topology.
-	How to differentiate the concatenated traffic and non-concatenated traffic;
-	Boundary node differentiates them by BAP Routing ID: if the egress link leads to other topology, then the pseudo Routing ID is rewritten.
-	How to determine whether a data should be delivered to upper layer (for downstream);
-	Normally based on the BAP address
-	How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology)
-	Routing configuration tells that: when the Next Hop node is in other topology, the routing entry contains New Routing ID
Observation 9: All RAN2 open issues are solved in a simple manner with the two boundary node modelling.
With the two boundary node modelling inter-donor-DU rerouting can be easily extended from intra-CU to inter-CU as can be seen in the text proposal provided in the Annex.
Observation 10: Inter-donor-DU rerouting works for both intra and inter-topology.

4	Conclusion
This document has made the following observations:
Observation 1: There are two boundary nodes per inter-topology link, a boundary node for upstream and another for downstream. 
Observation 2: A boundary IAB-node belongs to one topology only.
Observation 3: Header rewriting always happens in the transmitter side of the inter-topology link, both for upstream and downstream.
Observation 4: IAB-nodes always receive BAP PDUs with Routing IDs from its own topology. Therefore, Rel16 spec can be reused for the receiving side of inter-topology links.
Observation 5: Pseudo Routing IDs are used for routes passing via the other topology.
Observation 6: Inter-topology (re)routing becomes simple: normal Rel16 (re)routing based on Routing ID -> header rewriting if selected egress link in other topology.
Observation 7: Benefit: upstream and downstream behaviour remain the same as in Rel16.
Observation 8: Each IAB-node, including boundary nodes, is allocated with one BAP address from its own topology.
Observation 9: All RAN2 open issues are solved in a simple manner with the two boundary node modelling.
Observation 10: Inter-donor-DU rerouting works for both intra and inter-topology.
Based on the above we propose to change the boundary node modelling.
Proposal 1: In order to simplify BAP behaviour, change the boundary node modelling such that there are separate boundary nodes for upstream and downstream traffic.
A text proposal for TS 38.340 is given in the annex.

Annex TP for 38.340

[bookmark: _Toc46491315][bookmark: _Toc52580779][bookmark: _Toc76555049]5.2.1	Transmitting operation
[bookmark: _Toc46491316][bookmark: _Toc52580780][bookmark: _Toc76555050]5.2.1.1	General
The transmitting part of the BAP entity on the IAB-MT can receive BAP SDUs from upper layers and BAP Data Packets from the receiving part of the BAP entity on the IAB-DU of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2). The transmitting part of the BAP entity on the IAB-DU can receive BAP Data Packets from the receiving part of the BAP entity on the IAB-MT of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2). The transmitting part of the BAP entity on the IAB-donor-DU can receive BAP SDUs from upper layers, and construct BAP Data PDUs as needed (see clause 4.2.2).
Upon receiving a BAP SDU from upper layers, the transmitting part of the BAP entity shall:
-	select a BAP address and a BAP path identity for this BAP SDU in accordance with clause 5.2.1.2;
-	construct a BAP Data PDU by adding a BAP header to the BAP SDU, where the DESTINATION field is set to the selected BAP address and the PATH field is set to the selected BAP path identity, in accordance with clause 6.2.2;
When the BAP entity has a BAP Data PDU to transmit, the transmitting part of the BAP entity shall:
-	perform routing to determine the egress link and perform header rewriting if needed, in accordance with clause 5.2.1.3;
-	determine the egress BH RLC channel in accordance with clause 5.2.1.4;
-	submit this BAP Data PDU to the selected egress BH RLC channel of the selected egress link.
NOTE:	Data buffering on the transmitting part of the BAP entity, e.g., until RLC-AM entity has received an acknowledgement, is up to implementation. In case of BH RLF, the transmitting part of the BAP entity may reroute the BAP Data PDUs, which has not been acknowledged by lower layer before the BH RLF, to an alternative path in accordance with clause 5.2.1.3.
[bookmark: _Toc46491317][bookmark: _Toc52580781][bookmark: _Toc76555051]5.2.1.2	BAP routing ID selection
[bookmark: _Toc46491318][bookmark: _Toc52580782][bookmark: _Toc76555052]5.2.1.2.1	BAP routing ID selection at IAB-node
At an IAB-node, for a BAP SDU received from upper layers and to be transmitted in upstream direction, the BAP entity performs mapping to a BAP address and BAP path identity based on:
-	Uplink Traffic to Routing ID Mapping Configuration, which is derived from F1AP on the IAB-node in TS 38.473 [5],
-	defaultUL-BAP-RoutingID, which is configured by RRC on the IAB-node in TS 38.331[3].
Each entry of the Uplink Traffic to Routing ID Mapping Configuration contains:
-	a traffic type specifier, which is indicated by UL UP TNL Information IE for F1-U packets and Non-UP Traffic Type IE for non-F1-U packets in TS 38.473 [5], and
-	a BAP routing ID, which includes a BAP address and a BAP path identity, indicated by BAP Routing ID IE in BH Information IE in TS 38.473 [5].
NOTE:	In case of inter-topology routing, the BAP routing ID may be a pseudo BAP routing ID which is rewritten before transmitting the BAP PDU to a node in the other topology.
At the IAB-node, for a BAP SDU received from upper layers and to be transmitted in upstream direction, the BAP entity shall:
-	if the Uplink Traffic to Routing ID Mapping Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BAP-RoutingID by RRC:
-	select the BAP address and the BAP path identity as configured by defaultUL-BAP-RoutingID in TS 38.331 [3] for non-F1-U packets;
-	else:
-	for the BAP SDU encapsulating an F1-U packet:
-	select an entry from the Uplink Traffic to Routing ID Mapping Configuration with its traffic type specifier corresponds to the destination IP address and TEID of this BAP SDU;
-	for the BAP SDU encapsulating a non-F1-U packet:
-	select an entry from the Uplink Traffic to Routing ID Mapping Configuration with its traffic type specifier corresponds to the traffic type of this BAP SDU;
-	select the BAP address and the BAP path identity from the BAP routing ID in the entry selected above;
NOTE:	Uplink Traffic to Routing ID Mapping Configuration may contain multiple entries for F1-C traffic. It is up to IAB node's implementation to decide which entry is selected.
[bookmark: _Toc46491319][bookmark: _Toc52580783][bookmark: _Toc76555053]5.2.1.2.2	BAP routing ID selection at IAB-donor-DU
For a BAP SDU received from upper layer at the IAB-donor-DU, the BAP entity performs mapping to a BAP address and a BAP Path identity based on:
-	Downlink Traffic to Routing ID Mapping Configuration, which is derived from IP-to-layer-2 traffic mapping Information List IE configured on the IAB-donor-DU in TS 38.473 [5].
Each entry of the Downlink Traffic to Routing ID Mapping Configuration contains:
-	a destination IP address, which is indicated by Destination IAB TNL Address IE in IP header information IE, including an IPv4 address or IPv6 address or an IPv6 address prefix,
-	an IPv6 flow label, if configured, which is indicated by IPv6 Flow Label IE in IP header information IE,
-	a DSCP, if configured, which is indicated by DSCP IE in DS Information List IE in IP header information IE, and
-	a BAP routing ID, which is indicated by BAP Routing ID IE in BH Information IE in TS 38.473 [5].
NOTE:	In case of inter-topology routing, the BAP routing ID may be a pseudo BAP routing ID which is rewritten before transmitting the BAP PDU to a node in the other topology.
At the IAB-donor-DU, for a BAP SDU received from upper layers and to be transmitted in downstream direction, the BAP entity shall:
-	for the BAP SDU encapsulating an IPv6 packet:
-	select an entry from the Downlink Traffic to Routing ID Mapping Configuration which fulfils the following conditions:
-	the Destination IP address of this BAP SDU matches the destination IP address in this entry; and
-	the IPv6 Flow Label of this BAP SDU matches IPv6 flow label in this entry if configured; and
-	the DSCP of this BAP SDU matches DSCP in this entry if configured;
-	for the BAP SDU encapsulating an IPv4 packet:
-	select an entry from the Downlink Traffic to Routing ID Mapping Configuration which fulfils the following conditions:
-	the Destination IP address of this BAP SDU matches the destination IP address in this entry; and
-	the DSCP of this BAP SDU matches DSCP in this entry if configured;
-	select the BAP address and the BAP path identity from the BAP routing ID in the entry selected above;
[bookmark: _Toc46491320][bookmark: _Toc52580784][bookmark: _Toc76555054][bookmark: _Hlk85545299]5.2.1.3	Routing
The BAP entity performs routing based on:
-	the BH Routing Configuration derived from an F1AP message as specified in TS 38.473 [5].
Each entry of the BH Routing Configuration contains:
-	a BAP Routing ID consisting of a BAP address and a BAP path identity, which is indicated by BAP Routing ID IE, and
-	a Next Hop BAP Address which is indicated by Next-Hop BAP Address IE.,
-	optionally a New BAP Routing ID for inter-topology routing, and
-	optionally a list of Alternative BAP addresses.
Each upstream destination BAP address is optionally mapped to a list of Alterative BAP addresses for inter-donor-DU rerouting.
For a BAP Data PDU to be transmitted, BAP entity shall:
-	if the BAP Data PDU corresponds to a BAP SDU received from the upper layer, and
-	if the BH Routing Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:
-	select the egress link on which the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel is configured as specified in TS 38.331 [3] for non-F1-U packets;
-	else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:
-	select the egress link corresponding to the Next Hop BAP Address of the entry;
-	if the selected entry contains New BAP Routing ID:
-	replace the DESTINATION field and the PATH field in the header of this BAP PDU such that the DESTINATION field is set to the BAP address of New Routing ID of the selected entry, and the PATH field is set to the BAP path identity of New Routing ID of the selected entry
NOTE 1:	An egress link is not considered to be available if the link is in BH RLF.
NOTE 2:	For each combination of a BAP address and a BAP path identity, there should be at most one entry in the BH Routing Configuration. There could be multiple entries of the same BAP address in the BH Routing Configuration.
-	else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:
-	select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;
-	select the egress link corresponding to the Next Hop BAP Address of the entry selected above;
-	if the selected entry contains New BAP Routing ID:
-	replace the DESTINATION field and the PATH field in the header of this BAP PDU such that the DESTINATION field is set to the BAP address of New Routing ID of the selected entry, and the PATH field is set to the BAP path identity of New Routing ID of the selected entry.
-	else if at least one Alternative BAP address is configured for the destination BAP address and there is at least one entry in the BH Routing Configuration whose BAP address matches one of the Alternative BAP addresses, and whose egress link corresponding to the Next Hop BAP Address is available:
-	select an entry from the BH Routing Configuration whose BAP address is the same as one of the configured Alternative BAP addresses, and whose egress link corresponding to the Next Hop BAP Address is available;
-	if the selected entry contains New BAP Routing ID:	Comment by Nokia1: Inter-topology routing
-	replace the DESTINATION field and the PATH field in the header of this BAP PDU such that the DESTINATION field is set to the BAP address of New Routing ID of the selected entry, and the PATH field is set to the BAP path identity of New Routing ID of the selected entry;
-	else:
-	replace the DESTINATION field and the PATH field in the header of this BAP PDU such that the DESTINATION field is set to the BAP address of Routing ID of the selected entry, and the PATH field is set to the BAP path identity of Routing ID of the selected entry.
-	select the egress link corresponding to the Next Hop BAP Address of the entry selected above;
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