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1 Introduction
Slice specific RACH configurations concern two use cases and two purposes: 
· RACH prioritization
· RACH isolation.
In this contribution, we elaborate remaining open points on the slice specific RACH configurations settings in terms of RA prioritization, slice information format RA type selection and AS/NAS interaction need for RRC INACTIVE state.
2	Discussion
2.1	Slice setting in RACH prioritization configuration
It is agreed that slice-specific RA prioritization will adopt a baseline for RA-prioritization in Rel-16. Referring to the baseline, it can be noted that the users that do support RA-prioritization in Rel-16 (e.g., MPS and MCS) can be configured to use special power ramping step and backoff indicator.
Observation 1: RA-prioritization for MCS and MPS users allow only one set of values for scalingFactorBI and powerRampingStepHighPriority. 
The simplest realization of RA-Prioritization could enable the same configuration (one special power ramping step and backoff indicator) without slice differentiation (by slice group id). However, RAN2#115-e agreed that for RACH configuration a new slice grouping mechanism will be used:
1	A new slice grouping mechanism is introduced for RACH configuration. One slice belongs to one and only one slice group. Slice groups are assumed to be only updated when UE does Registration Update.
Thus, following the baseline for ra-Prioritization, the running RRC CR proposes realization of the RRC configuration for RACH purpose based on slice group ids. The running RRC CR introduces the RA-prioritization with a setting of scaling factor and power ramping step for each slice group differently (see Alt.1 in the Annex). 
Observation 2: RA-prioritization signalled as a list per slice group id allow different set of values for scalingFactorBI and powerRampingStepHighPriority for different slice group ids.
Alternatively, we see another configuration option is to allow selecting slice group ids for which RA-prioritization applies, but configure one set of values for scalingFactorBI and powerRampingStepHighPriority for the indicated slice group ids (see Alt2 in the Annex).
Observation 3: RA-prioritization for slice group ids as a BIT STRING allow one set of values for scalingFactorBI and powerRampingStepHighPriority for different slice group ids.

Proposal 1: RAN2 to discuss if RA-prioritization for slice group ids can allow only one set of values for scalingFactorBI and powerRampingStepHighPriority or different sets of values for scalingFactorBI and powerRampingStepHighPriority (Alt 1 or Alt2).
Proposal 2: RAN2 to decide which alternative is selected for RA-prioritization from the Annex A.
In case Alt1 is selected and RACH configuration differentiates RA-prioritization settings per slice group (by list of the parameters and sets of different ra-Priorirization), we note there are further consequences: given that parameters settings would aim at association of selected slices with some priority, the new question that arises is: how to adopt priorities in the list of slices? I.e., should different sets of scalingFactorBI and powerRampingStepHighPriority be configured with values that would allow faster access to some slices according to priorities?
There are three possibilities:
· Left to the network implementation
· RA-prioritization parameters are set in the appropriate order reflecting the priority, i.e., scalingFactorBI, powerRampingStepHighPriority values associated with a sliceGroupId are set in the appropriate order reflecting the priority, where the priority:
· adopt the simplistic principle of providing for instance: high, medium and low priority slice group id. In this case slice-specific RACH configuration differentiate RA-prioritization settings per slice group in a decreasing order of scalingFactorBI, powerRampingStepHighPriority values
· should be set accordingly to the slice groups’ Priority List defined for cell-reselection. In that case, it remains to be clarified whether Priority List applicable for slice groups during cell re-selection should be also kept in the RA-prioritization. 
· Slice specific RACH configuration differentiate RA-prioritization settings per slice group
Proposal 3: RAN2 to discuss whether RA-prioritization parameters (scalingFactorBI and powerRampingStepHighPriority) are signalled according to a slice group priority.
Regardless, of an undertaken approach (pending SA2 reply), we note the potential signalling extensions constrain obvious issue with System Information capacity and size. Thus, if configuration setting for RA-prioritization adopts granularity per slice group id, RRC signalling can set fixed limitation to set maxSliceInfo-r17 corresponding to the possible sets of RA-prioritization configurations to 3 (reflecting high, medium and low priority).
Proposal 4: For Alt1, RA-prioritization supports at most 3 different configurations (i.e.  maxSliceInfo-r17= 3))

2.2	Slice setting for RACH resources selection 
The agreed slice grouping mechanism for RACH configurations was agreed for RACH resources selection, but, at the same time, for unified framework for cross-features RA enhancements, RAN2#115-e agreed:
b: Initial RACH resource should be selected based on the selected carrier for the selected feature combination (i.e., selected slice, SDT or not, REDCAP or not etc). Only the RACH resource matching the feature and/or feature combination of current RACH procedure will be considered as available in the RACH resource selection.
c: As a general rule, all RACH retransmissions (if any are needed, until RACH failure happens) shall be performed over the same RACH resources (and same carrier – NUL/SUL) as the one selected for initial RACH resource.  However, we can discuss fallback on a case by case basis if there is a strong motivation and discuss them together in this AI.
[Post115-e][504][RACH Partitioning] Signalling Aspects (Ericsson) discussed possible realization of the FeatureCombinations applicable for RA partitioning framework, making the following example:
FeatureCombinationIndication ::= SEQUENCE { 
redCap ENUMERATED {true} OPTIONAL, 
smallData ENUMERATED {true} OPTIONAL, 
slicing ENUMERATED {true} OPTIONAL, 
covEnh ENUMERATED {true} OPTIONAL, 
..., 
potentialRel-18Feature ENUMERATED {true} OPTIONAL 
} 

It implies, there are three different approaches undertaken for further RACH configurations:
· a selected slice
· slice group id
· generic indication on “slicing”
While the first option (a selected slice) might eventually result in enabling fast cell access for the one selected slice, it was excluded in the RAN Slicing enhancements WI to address intended slice in the configuration due to System Information capacity constraints and not scalable solution (if a single slice needs to be selected from hundred of slices). 
For that reason, slice grouping mechanism was agreed to ensure aligned handling of the slice assistance information for different RACH configurations (RA resources and RA-Prioritization). However, the discussion on grouping different features in the RACH configuration on shared RACH resources made an assumption that slice-specific indication for RACH resources matching slice feature is a generic indication on slicing applicability. 
From slicing perspective, it should be confirmed that solution on Unified RACH enhancements adopt the agreements on slice grouping mechanism. 
Proposal 5: RAN2 to confirm that slice-specific indication for RACH resources matching slice feature corresponds to a slice group id(s). 
If a generic slicing indication is added, the slice group id for RACH isolation related to a RACH resource needs to be still known and maintained.
2.3	Slice (group) determination for RRC_INACTIVE
RAN2#113bis agreed to prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. The UE executes Random-Access procedure for any transition from RRC_INACTIVE. When the Random-Access procedure is triggered from RRC_INACTIVE due to RNA update, the UE NAS layer is not aware about the event.  
Observation 3: NAS doesn’t provide slice id or slice group id for RRC_INACTIVE transitioning to RRC_CONNECTED.
To categorize which slice information should be used for Random Access parameters, once UE is in INACTIVE, the UE has to:
· either store the information provided to Access Stratum in advance, or
· rely on a new slice information provided as a separate input for RRC_INACTIVE.
The solution should take into account that information provided by NAS will be used by the UE’s Access Stratum to match with slice-specific RA-related configuration (for RACH prioritization or RACH isolation). The options for provisioning of slice information associated with RRC_INACTIVE, can be divided into:
· use slice info provided by NAS (from) before RNA Update 
· use of slice info based on RRC request to NAS (for delivery of slice info for RNA Update)
· left to UE implementation

This UE’s internal information exchanged between layers, will be used to determine relevant RACH configuration acquired from gNB. Thus, the format of the provided information matters. For the sake of simplicity, avoidance of unnecessary mapping/re-mapping operations it would be beneficial if the information provided by NAS is the same as slice identifiers used in broadcast information for RACH i.e. slice group id.
The foreseen provision of the NAS information could be based on: 
Option 1: UE NAS provides a list of slice groups related to RACH access. (A list of slice groups are needed as a slice can be mapped to different slice groups in a separate cell)
Option 2: UE NAS provides one/a list of slice(s) related to RACH access. In this case, UE AS should use a slice to slice group mapping provided radio signalling to determine the slice group for RACH. FFS how to solve which slice group to select in case a list of slices are provided to the UE AS.
Proposal 6: Send LS to CT1 on feasibility to provide slice group id by NAS for RACH purposes for RRC INACTIVE, asking whether provision of the slice information in advance would be sufficiently accurate.
3	Conclusion
This document has made the following proposals:
Proposal 1: RAN2 to discuss if RA-prioritization for slice group ids can allow only one set of values for scalingFactorBI and powerRampingStepHighPriority or different sets of values for scalingFactorBI and powerRampingStepHighPriority (Alt 1 or Alt2).
Proposal 2: RAN2 to decide which alternative is selected for RA-prioritization from the Annex A.
Proposal 3: RAN2 to discuss whether RA-prioritization parameters (scalingFactorBI and powerRampingStepHighPriority) are signalled according to a slice group priority.
Proposal 4: For Alt1, RA-prioritization supports at most 3 different configurations.
(i.e.  maxSliceInfo-r17= 3))
Proposal 5: RAN2 to confirm that slice-specific indication for RACH resources matching slice feature corresponds to a slice group id(s). 
Proposal 6: Send LS to CT1 on feasibility to provide slice group id by NAS for RACH purposes for RRC INACTIVE, asking whether provision of the slice information in advance would be sufficiently accurate.

Annex
A. RACH parameters setting for RACH prioritization
Alt1: Different RA-prioritization configurations, each per slice group id

–	RA-PrioritizationForSlicing
The IE RA-PrioritizationForSlicing is used to configure prioritized random access for slicing.
RA-PrioritizationForSlicing information element
-- ASN1START
-- TAG-RA-PRIORITIZATIONFORSLICING-START

RA-PrioritizationForSlicing-r17 ::=        SEQUENCE {
    ra-PrioritizationSliceInfoList-r17                   RA-PrioritizationSliceInfoList-r17,
    enableRA-Prioritization-r17		BOOLEAN,
    ...
}

RA-PrioritizationSliceInfoList-r17 ::= SEQUENCE (SIZE (1..maxSliceInfo-r17)) OF RA-PrioritizationSliceInfo-r17


RA-PrioritizationSliceInfo-r17 ::=                    SEQUENCE {
    sliceGroupID-r17                 FFS,
    ra-Prioritization                RA-Prioritization,
    ...
}


-- TAG-RA-PRIORITIZATIONFORSLICING-STOP
-- ASN1STOP


Alt2: One RA-prioritization for some slice groups 

–	RA-PrioritizationForSlicing
The IE RA-PrioritizationForSlicing is used to configure prioritized random access for slicing.
RA-PrioritizationForSlicing information element
-- ASN1START
-- TAG-RA-PRIORITIZATIONFORSLICING-START

RA-PrioritizationForSlicing-r17 ::=        SEQUENCE {
    ra-Prioritization                			RA-Prioritization,    
	sliceGroupID-r17                			BIT STRING (SIZE (FFS))
	enableRA-PrioritizationForSlicing-r17		BOOLEAN		         OPTIONAL,   -- Need R
    ...
}

-- TAG-RA-PRIORITIZATIONFORSLICING-STOP
-- ASN1STOP

	RACH-ConfigCommon field descriptions

	ra-PrioritizationForSlicing
Indicates whether the field ra-Prioritization-r16 applies for slices. The first/leftmost bit corresponds to Slice Group 1, the next bit corresponds to Slice Group 2. Value 1 indicates that the field ra-Prioritization-r16 applies otherwise the field does not apply.



