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1	Introduction
Supporting discontinuous coverage is one of the objectives in NB-IoT/eMTC over NTN work item as described in WID RP-211601:
	-	Support of discontinuous coverage without excessive UE power consumption and without excessive failures / recovery actions. Minor enhancements to the existing power saving mechanisms e.g. DRX, PSM, eDRX, relaxed monitoring, and (G)WUS can be considered, and if found needed, specified, to support discontinuous coverage;



In this contribution, we will discuss enhancements related to ephemeris, paging and cell (re)selection in the context of discontinuous coverage. The target is to support discontinuous coverage without excessive UE power consumption and network signalling overhead.
2	Discussion
2.1	Coverage windows
As discussed in our previous RAN2 contribution [1] the satellite coverage windows are discontinuous and may be unevenly distributed in the discontinuous coverage scenario. Based on the SI agreements, for a UE, it shall be possible to predict the coverage windows based on knowledge about future satellites and the UE’s location. The network-based coverage window prediction can be studied in a future release.
In this contribution we provide some initial simulation results to examine what can be expected in terms of satellite available and non-availability for multiple constellations. The simulations are made for LEO satellites at 600 km altitude in polar orbits with an inclination of 56 degrees. If there are multiple orbits, the orbits are equally distributed around the earth. Likewise, if there are multiple satellites in an orbit, the satellites are equally distributed in the orbit. Earth rotation is considered, and two UE locations are simulated: one in Northern Europe and one at the same longitude, but at equator. 
The evaluation of satellite availability is based on whether the elevation angle between the UE and the satellite is above a threshold, which is set optimistically to 10 degrees or 20 degrees. Such low elevation angles could be challenging in terms of propagation distance and low line-of-sight probability.
The simulations are made with four arbitrary constellations:
A. 1 satellite in 1 orbit
B. 10 satellites in 1 orbit
C. 3 satellites per orbit, 3 orbits
D. 1 satellite per orbit, 10 orbits
As noted, the constellations are arbitrarily defined, and it would be beneficial if RAN2 could discuss some basic assumptions related to discontinuous coverage.
Proposal 1: RAN2 to discuss basic constellation assumptions for discontinuous coverage scenario(s).
Figure 1 provides an example of the fundamental output of the simulation: the satellite availability as a function of time for constellation A. Note that a full week is simulated to allow the individual satellite in the single orbit to revisit the location of the user on Earth. As expected the satellite availability per satellite flyover is shorter when assuming the 20 degrees minimum elevation angle compared to the 10 degrees limit.
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[bookmark: _Ref85546065]Figure 1 Time-trace of satellite availability for a constellation with 1 satellite in 1 orbit. The user is located in Northern Europe.
Figure 2 illustrates the CDF of satellite availability time for the user located at the Equator. The availability time is independent of the constellation, but only depends on the minimum elevation angle. The time is in the range of just a few seconds to about 9 minutes (10 degrees minimum elevation angle) depending on whether the satellite passes directly over the user or at a low elevation angle.
Observation 1: the satellite availability time varies from a few seconds to several minutes, depending on the minimum elevation angle and constellation.
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[bookmark: _Ref85546067]Figure 2 CDF of satellite availability timer for a user located at the Equator. Results are for multiple constellations and minimum elevation angles.
Figure 3 illustrates the duration between satellite availability for a user at the Equator. The time is highly dependent on the constellation and it can vary more than an order of magnitude. For example, the constellation B has about 90 % of the durations below 500 s, while the remaining 10 % is above 10 hours. For constellation C, 70-80 % of the durations are around 30 minutes, while the remaining durations are 2 hours or more. The most evenly distributed constellation is D, where around 55 % of the durations are 3/4 of an hour and the remaining is 1.5 hours.
Observation 2: the duration between satellite availability varies from minutes to hours, depending on the minimum elevation angle, UE location, and constellation.
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[bookmark: _Ref85548065]Figure 3 CDF of duration between satellite availability for a user located at the Equator. Results are for multiple constellations and minimum elevation angles.
Observation 3: The satellite availability time and the duration between satellite availability varies significantly (for a single constellation) over the course of days and weeks due to Earth rotation.
Figure 4 illustrates the average satellite availability for the four constellations as a function of the UE location and minimum elevation angle. As expected, given the polar orbits, the northern position results in slightly longer satellite availability time compared to the location at Equator. Furthermore, the lower the elevation angle, the longer the satellite availability. Besides the special constellation B, the average availability time is in the order of 5-8 minutes. However, this number will drop to about 2.5 minutes and 1 minute if a minimum elevation angle of 40 degrees or 60 degrees, respectively, is used.
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[bookmark: _Ref85451923]Figure 4 Average satellite availability as a function of UE location, minimum elevation angle and satellite constellation.
Figure 5 illustrates the average duration between satellite availability for the four constellations as a function of the UE location and minimum elevation angle. In general, this duration increases with decreasing number of satellites, constellation A, being the worst, with an average minimum of 4 hours between available satellites. The other constellations, having approximately 10 satellites each, leads to average durations of ½-2 hours. The duration is larger for the position at Equator compared to the Northern Europe position, while it also increases with increasing minimum elevation angle. The only exception is the constellation B, where the case of 10 degrees as minimum elevation angle has slightly higher duration than the 20 degrees case. The reason is that the satellites, in case of 10 degrees, are available for a rather long, uninterrupted time (as demonstrated in Figure 4), i.e. availability of one satellite overlaps with the next in orbit, but then also are unavailable for a long period, while the case of 20 degrees experience small gaps in between each satellite and thus a lower average.
If a higher minimum elevation angle is applied the duration between satellite availability obviously increases. For example, a minimum elevation angle of 60 degrees lead to an average duration of 4 hours for the UE located at Equator, while it is 1-1.5 hours in Northern Europe.
[image: ]
[bookmark: _Ref85452101]Figure 5 Average duration between satellite availability as a function of UE location, minimum elevation angle and satellite constellation.
Based on the above simulations and related observations it is evident that, for some constellations, the UE will experience large variations in the satellite availability time and the duration between such availability. Furthermore, UEs have different traffic profiles and thus some may need to transfer data at the first possible opportunity, while others could conserve energy and pick the first opportunity after e.g. 6 hours or 1 day. Therefore, different UEs could in principle benefit from different coverage information depending on their traffic profile. However, signaling such UE-specific information would lead to high signaling overhead and UE power consumption.
Furthermore, due to the Earth rotation the UE cannot always rely on reusing the ephemeris of the cell it previously camped on/was served by, but instead it needs information related to the future coverage of the location/area of the UE. Since a constellation is likely to have multiple different orbits, the signaling overhead could be high, both in the scenario where broadcast is used to convey the information to RRC Idle UEs and in the scenario where information is signaled from CN to one UE. 
Observation 4: Signaling ephemeris for multiple orbits and multiple future satellite availability opportunities could result in high UE power consumption and high signaling overhead.
To ensure that the signaling overhead is reduced, the conventional ephemeris information could be simplified/compressed. The purpose of the new satellite assistance information would be to enable UE to predict the approximate coverage time of one or more future satellites. Therefore, the information could have lower granularity than current ephemeris, meaning that it should not be used for pre-compensation when a UE attempts to access a cell. If the information is reduced in size it may be feasible to provide information on multiple orbits and satellite availability opportunities with limited signaling overhead.
Proposal 2: RAN2 to discuss satellite assistance information where ephemeris is simplified/compressed.
2.2	Paging
To save UE’s power consumption, the UE may initiate both power saving mode (PSM) and extended idle mode DRX (eDRX). It is up to NW (e.g. MME) to allow the use of the PSM mode and/or eDRX.  UE may request PSM timers (e.g. T3324 Active Timer and T3412 Extended periodic TAU Timer) and eDRX timers (e.g. PTW: Paging Time Window and eDRX Cycle) in NAS messages (e.g. Attach Request / TAU Request) while NW can decide the value ​​of these timers, and inform UE via NAS messages (e.g. the Attach Accept / TAU Accept response) 
· When a UE is in PSM mode, it is not available from the NW side (for the mobile terminating services, e.g. Paging). Instead, when UE is in PSM active time (i.e. T3324), NW can page the UE. 
· When a UE is configured with eDRX but not in PTW window, it is not available from the network side. Instead, when UE is in PTW window, NW can page the UE.

When the UEs in certain area experience in-coverage, out-of-coverage, in-coverage, out-of-coverage in discontinuous coverage scenario, it is possible that the Paging Window (i.e. either the PTW in eDRX or T3324 with PSM mode on) does not align with the satellites’ coverage windows. For example, the paging windows are out of coverage windows (see Figure 6 below). This causes an issue for paging, because the CN believes the UE is reachable and sends the paging message, but the UE is not in the coverage window. Thus, causing the paging attempt to fail.



[bookmark: _Ref85610901]Figure 6 Example for mismatching of paging windows and coverage windows in NTN
In SI discussion, RAN2 agreed that, UE and Network are expected to be synchronized for paging (e.g. when the UE is awake and reachable for paging in discontinuous coverage). Otherwise, if NW and UE have no common understanding when the UE is awake and reachable, it may cause the paging issue discussed above. 
	For a UE, it shall be possible to predict discontinuous coverage based on the satellite assistance information. To the extent possible/reasonable: The UE is expected to save power by not attempting to camp or connect when coverage is not there. To the extent possible/reasonable: The network is expected not try to reach UEs that are out of coverage. Note that it is still an expected requirement that UE and Network are synchronized w.r.t. when the UE is awake and reachable (e.g. for paging]. 



Observation 5: To support paging in discontinuous coverage, UE and NW should have synchronized understanding on when the UE is reachable (e.g. in coverage windows). 
Since the CN will decide the Paging window and inform UE the timers setting via NAS messages, the most straightforward way is that the CN determines PSM and eDRX timers according to the predicted coverage windows (e.g. reported by UE based on its coverage prediction). In other words, NW control when UE should switch between sleep and paging monitoring based on the presence or outage of coverage.


Figure 7 Example for matching of paging windows and NW predicted coverage windows
Proposal 3: To support paging in discontinuous coverage, one solution is that CN configures paging windows based on the presence or outage of satellite coverage to decide when UE should perform paging monitoring.
Furthermore, satellite coverage windows are discontinuous and may be unevenly distributed, it is impossible for CN to configure the paging window periodically by reusing legacy eDRX parameter (e.g. eDRX Cycle) and PSM parameter (e.g. T3412 Extended periodic TAU Timer). So, the CN may need to indicate aperiodic paging window to UE in NAS messages.
Proposal 4: CN can configure a set of aperiodic paging windows to UE in NAS messages, to align with the unevenly distributed coverage windows.
For coverage window prediction by UE, a key issue is the inaccuracy of the simple orbital predictors deployed in some UEs [2]. If the UE makes an erroneous estimate of the coverage window it means it will wake up to monitor for paging when there is in reality no radio coverage available.  
Another reason for UE failure in monitoring for paging is that the coverage window may change due to UE movement. The NTN IoT WID list key target industries to include transportation (maritime, road, rail, air), logistics, farming, and mining. In all those industries a certain degree of UE movement is to be expected. When the UE moves it may result in the coverage window, which was predicted and potentially communicated with the network, is no longer valid. This is especially likely in the discontinuous coverage scenario, where the time between windows can be multiple hours, allowing even a rather slow-moving UE to move a significant distance. 
Observation 6: UE prediction error and UE movement may result in misalignment of the paging window and the coverage window.
The mismatch of the estimated coverage window and the paging monitoring window is a challenging problem to solve, but it is important, because it can result in high UE power consumption and high NW signalling overhead.
There may be approaches on both UE and network sides to address the issue. For example, the network can extend the paging a number of cycles before/after the coverage window if the UE does not respond to paging within the coverage window. 
Proposal 5: Network can extend the paging before/after the coverage window if the UE does not respond to paging within the estimated coverage window.
Likewise, the UE may extend the monitoring for paging outside the estimated coverage window, if the UE determines radio coverage is available. If the UE identifies a shift it could notify the network to realign the paging window and the coverage window. 
Proposal 6: UE can extend the paging monitoring outside the estimated coverage window if radio coverage is available. UE may report to the network to realign the windows.
2.3	Cell (re)selection
According to current specification, the idle mode UE continue to measure serving cells as per the RRM requirements specified in TS36.133 and trigger neighbour cell measurements based on serving cell measurements for cell reselection.
In the discontinuous coverage scenario of NTN this may be a power consuming approach for the UE. In the event that the UE is stationary, and has previously been connected to the network, it will be feasible for the UE to roughly predict the next coverage window. Therefore, the UE could set a back-off timer and disable cell reselection measurements until the coverage is available again.
Proposal 7: For IoT-NTN in discontinuous coverage scenario, disabling of cell reselection measurements based on UE awareness of coverage availability should be supported.
Based on the simulation results, previously presented in this contribution, the satellite availability can be in the range of a few seconds to 5-9 minutes. Furthermore, it was observed that the durations between satellite availability can be divided into distinct groups. For example, in constellation C 70-80 % of the durations are about 30 minutes, while the remaining durations are at least 2 hours. The most evenly distributed constellation is D, where around 55 % of the durations are 3/4 of an hour and the remaining is 1.5 hours.
For the stationary device, it may be possible to perform a fairly accurate prediction of the next satellite(s), but for a moving UE or a UE, which has performed a cold start (i.e. initial connection), this could be challenging. Being aware of the satellite availability and the durations between availability could help the UE in determining the back-off timer, i.e. the time to disable cell reselection measurements. The information could be given as cell availability time based on estimates as provided in Figure 2 and Figure 3. Such basic coverage information for a constellation could be broadcasted or pre-loaded in the UEs to enable the moving and cold start UEs to determine a reasonable cell search and reselection measurement period. 
Proposal 8: Provisioning cell availability information is considered to enable moving and cold start UEs to determine cell search and reselection measurement period(s) to conserve UE battery.
2.4	Connected mode
For IoT-NTN UE, the active duration of data transmission is likely to be shorter compared to normal devices due to the nature of traffic from these UEs. For terrestrial NB-IoT UE, connected mode measurements and mobility is not supported due to above reason. For eMTC devices also only the basic connected mode mobility features are supported. As the traffic profile of NTN IoT-UE is likely the same as terrestrial IoT devices, connected mode enhancements are not essential for the basic functionality for NTN. As support of minimum essential functionalities is sufficient for Rel-17, we propose that further enhancements involving signalling messages changes for connected mode mobility or RLF procedure based on coverage prediction are not considered for Rel-17.
Proposal 9: Further enhancements involving signalling message changes for connected mode mobility or RLF procedures in support of discontinuous coverage are not considered for IoT-NTN in Rel-17.
If the coverage window prediction or configuration is supported in Rel-17, in case of RLF detection at UE, the UE may skip the cell selection for re-establishment to save UE’s power if the coverage window prediction already indicates a coverage gap at this moment or for the current location. This change will require changes in specification related to cell selection for re-establishment in TS36.331.
Proposal 10: Triggering of cell selection on RLF detection for re-establishment based on coverage window prediction can be considered as UE behaviour change for NTN in Rel-17.
3	Conclusion
This document has made the following observations:
Observation 1: The satellite availability time varies from a few seconds to several minutes, depending on the minimum elevation angle and constellation.
Observation 2: The duration between satellite availability varies from minutes to hours, depending on the minimum elevation angle, UE location, and constellation.
Observation 3: The satellite availability time and the duration between satellite availability varies significantly (for a single constellation) over the course of days and weeks due to Earth rotation.
Observation 4: Signaling ephemeris for multiple orbits and multiple future satellite availability opportunities could result in high UE power consumption and high signaling overhead.
Observation 5: To support paging in discontinuous coverage, UE and NW should have synchronized understanding on when the UE is reachable (e.g. in coverage windows). 
Observation 6: UE prediction error and UE movement may result in misalignment of the paging window and the coverage window.
And proposed the following:
Proposal 1: RAN2 to discuss basic constellation assumptions for discontinuous coverage scenario(s).
Proposal 2: RAN2 to discuss satellite assistance information where ephemeris is simplified/compressed.
Proposal 3: To support paging in discontinuous coverage, one solution is that CN configures paging windows based on the presence or outage of satellite coverage to decide when UE should perform paging monitoring.
Proposal 4: CN can configure a set of aperiodic paging windows to UE in NAS messages, to align with the unevenly distributed coverage windows.
Proposal 5: Network can extend the paging before/after the coverage window if the UE does not respond to paging within the estimated coverage window.
Proposal 6: UE can extend the paging monitoring outside the estimated coverage window if radio coverage is available. UE may report to the network to realign the windows.
Proposal 7: For IoT-NTN in discontinuous coverage scenario, disabling of cell reselection measurements based on UE awareness of coverage availability should be supported.
Proposal 8: Provisioning cell availability information is considered to enable moving and cold start UEs to determine cell search and reselection measurement period(s) to conserve UE battery.
Proposal 9: Further enhancements involving signalling message changes for connected mode mobility or RLF procedures in support of discontinuous coverage are not considered for IoT-NTN in Rel-17.
Proposal 10: Triggering of cell selection on RLF detection for re-establishment based on coverage window prediction can be considered as UE behaviour change for NTN in Rel-17.
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